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This manual provides an overview of statisticahaapts learned in SOC 516. It also
provides tutorials for the regression software progSTATA, which you will use in the course.
The approach used within this manual is an appliather than a theoretical one: exploration
into STATA with the provided datasets is encourdgdthe only request we make is that you
record your work, so you are able to re-create yaput on alternative datasets.

| owe a huge debt of gratitude to Dwaine Plaza,hdét Nash, andspeciallyBrent Steel

for providing datasets which are featured withims tmanual. Brett Burkhardt co-wrote the
chapter on count models with me, and | am veryepative on his help with the lesson and for
providing the data. Carol Tremblay, Elizabeth $elder, Dan Stone, and Todd Pugatch offered
invaluable comments and clarifications for the @pts discussed within this manual. Roger
Hammer and my SOC 516 students also provided vi@dabdback on how to improve the flow
of the lessons, while Marie Anselm, Daniel Hauaed Joanna Carroll provided valuable editing
assistance. Any errors within this manual are mle gesponsibility and should not be
implicated with anyone above.
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Pre-Lab 1: How to log into STATA via Umbrella

While statistical programs are not available on s@mmputer labs on campus, all programs which OSU
has licenses to can be accessed via Umbrella'@lient” which enables Remote Desktop Connection).
What is convenient about Umbrella is that it notyoenables you to access statistical programs from

computers on campus, but also from any computerasfipus. In order to log onto Umbrella you need to
go to the following site:

http://oregonstate.edu/is/mediaservices/scf/viftalal

This will bring up the Oregon State University Vial Computer lab. You should see the followinggag
below:

Information Services = Media Services = SCF = Virtual Computer Lab =

Primary links Virtual Computer Lab

Home The Student Computing Faailities offers a Virtual Computing Lab for Students and Instructors. This allows students to
run our software on their own computers, from on or off campus. We hope to expand the applications available

Facilities through this service in the future.

Computer Lab Hours How tg;Connece:
. The virtual computer lab can be accessed on and off campus with client software called Remote Desktop Connection
Policies (RDC). We recommend that you use the newest version of the Remote Desktop Protocol (RDP) regardless of which
operating system you are using. The newest RDP client provides several important services.
Software .
Windows
Services A 5
* Download Client
Jobs at SCF <+ Select a preconfigured RDP shortcut for vour QS version to download (right click link and "save target as...”)
¢ Windows XP Service Pack 2 or older

Contact Us % Windows XP SP2 with RDP 6.0, Vista, or w7

Links <+ Once you have completed this setup move down to Connecting to Umbrella

Macintosh (05 X)

4 Download Client

. &

Save this preconfigured ROP shortcut that contains important default aptions
=+ Once you have completed this setup, see "Connecting to Umbrella"

If you are on a campus computer, you should alréase Remote Desktop Connection.

* For PCs:
o Go to “Start”
0o Then go to “All Programs”
0 Next go to “Accessories”, and click on Remote DepkConnection will be in the
“Accessories” folder. If you have Windows XP, ymay be prompted to “Download
Client” but will not need to as the program shoalady exist within XP. However, if
you cannot find it, you can always download it agai



» For Macs: If you are on a MAC Remote Desktop Cotinads not in the “Accessories” folder, it
should be in the “Communications” folder, whictslia the “Accessories” folder.

In order to “Download Client”, click on one of ti®ownload Client” that applies to your operating
system (i.e. Windows or Mac OS). If you click dretWindows version, the following window should
appear:

Remote Desktop in Windows XP Professional provides remote access to the desktop
of your computer running Windows XP Professional, from a computer at another
location. Using Remote Desktop you can, for example, connect to your office
computer from home and access all your applications, files, and network resources as
though you were in front of your computer at the office.

Quick details

Version: 5.1.2600.2180 Date Published: T/26/2007
Change Language: English E‘
File Name Size

MSRDPCLLEXE 3.0MB DOWNLOAD

Overview

This software package will install the client portion of Remote Desktop on any of the following operating systems: Windows 95,
Windows 98 and 98 Second Edition, Windows Me, Windows MNT 4.0, Windows 2000, and Windows 2003, (This is the same version of
the client software as in Windows XP Service Pack 2.) When run, this software allows older Windows platforms to remotely connect
to a computer running Windows XP Professional with Remote Desktop enabled.

This package provides flexible deployment options of the full Terminal Services Client, including auto-repair through Windows
Installer technelegy and application publishing via IntelliMirror™ management technologies or Microsoft Systems Management
Server (SMS).

Mote The Remote Desktop Connection software is pre-installed with Windows XP. To run it, click Start, click All Programs, click
Accessories, click Communications, and then click Remote Desktop Connection. This software package can also be found on the
Windows XP Professional and Windows XP Home Edition product CDs and can be installed on any supported Windows platform.
To install from the CD, insert the disc into the target machine's CD-ROM drive, select Perform Additional Tasks, and then click

—%—

Click “Download”. This will open the following withow, where you will need to click “Start
Download”. The bottom information is a useful reder (if you are on a campus computer) about where
to find the Remote Desktop Connection. Remembarghpit may simply be in the “Accessories” folder
and not the “Communications” folder. After youoslidownload, the following window will appear:



Windows  Office  All products  All downloads  Security  Support
0% of MSRDPCLLEXE from downlaad.microsoft.com Co... | = || @ || 52|

]( File'Diownload - Security Warning |_EI§_|
Do you want to nn or save this file?
@ Mame: MSRDPCLLEXE
Type: Application, 3.42MB
From: download.microsoft.com
note |

Run || Save || Cancel |

2180] For yo

fter 30 secon

potentially ham your computer. f you do not trust the source, do not |
run ar save this software. What's the dsk?

|@J While files from the Intemet can be useful, this file type can

nthis page to start the download, or choose a different language from the Microsoft Up

Check for the
help protect y

mieciately click Onen or Rom this nrooram from its current lncation. il

Click “Save” and save the program into a folderyonir computer that you will remember. Once you
save it to a folder, click “Run” and it will instahe program on your computer. Once it's instili@ the
folder in which you stored the program, there stidad the following icon:

&m’
¥l

et

il

Click on it and the following screen will appear:



& Remote Desktop Connection == |_E§_| |

| Remote Desktop \
) Connection

Computer: umbrella.scf oregonstate .edu hd

Username:  ONIDYjohnstoa

You will be asked for credentials when you connect.

¥ Options l Connect H Help |

i
In the “Computer” section, you need to type in uetllarscf.oregonstate.edu. In the “Username” segtio

you will need to type in your ONID ID (i.e “ONID\rthme”). If you are logged onto your ONID account
on a campus computer, the program may enter yolDQ@isér name for you.

Once you have entered the following informationyes¢ghe connection settings, and click “Connect”.
This will bring you to a page that will ask you fgour ONID password; after giving this informatigau
will be connected to the host computer through witdor You will enter into a blue screen with the
server name on the top in the center.

Once in umbrella, you may wonder how to obtain@aarydocuments on your ONID account. The easy
way to do this is to click on the “Folder” icon, igh will be either in the upper left of the desktmpin

the toolbar. Within this window you will see ader with your ONID username on it; this is your ONI

or z drive where you are instructed to save yowudwents.

To open STATA on the host computer, click on théat8 Menu. Then, when you look through “All

Programs”, open the “Statistics” folder you shoség a folder that says “STATA”. Click on the falde
and it will open up three STATA programs (STATA BITATA 11, and STATA 12). These are all the
same thing, if you click on one it will open up thaftware program STATA for you!



Pre-Lab 2: Loading Datasets into STATA and Saviegd®ds of Work

Learning Objective 1: Uploading a Database into STAA

Learning Objective 2: Creating and saving a (log) ecord of your work in STATA

There are three types of files in STATA. The fixgb we are going to create in this lesson. Tlaese

1. Data files (.dta): These files contain your datattyou have uploaded into STATA. It is
important to save this file, as you want to be ablee-use and re-access your dataset.

2. Log (output) files (.smcl): These files store athrk that you do in STATA. Not only do they
record the commands that you program into the so#iyvbut they also record the output that
results from these commands. Log files can be wenyenient if you failed to write down your
output and you do not want to re-run your commdrma scratch!

3. Do (input) files (.do): These files store all t@mmands you type into STATA. Unlike log files,
they do not present your output. Do files are ement if you want to re-run your commands on
your data in different sittings. However, this lafll emphasize the log file, as it records both
inputs and outputs.

The easiest way to load datasets into STATA isr&b input/download them into excel. Below | haave
simple spreadsheet pulled from a dataset of mindroted Kingdom (UK) graduate earnings. It present
estimated salaries in pounds sterling of 20 rantdiéhgraduates and was pulled from a greater sanfple o
20,000. With any dataset you construct you wanmh#ike sure that the label of your variables ishim t
first row.



K9~ |+ Sample Excel Workshest
Home Insert Page Layout Formulas Data Review View
_j ‘*‘ Calibri -l | A 5= g!;' B =i General
Pagtefﬁ B I U- b-A- SEEE=EE & $-% o
Clipboard | Font Allignment | Mumbear
112 - £
G H

: EGraduate 1D .Sex

The easiest way to load a spreadsheet into STADBA fExcel is simply via copy/paste.
STATA. You should see the following screen belbywrésent the screen for STATA 10):

1951 Male
948 Female
4966 Female
8573 Male
9327 Female
5317 Male
4340 Male
8974 Male
4632 Female
9217 Male
4434 Female
1714 Female
2663 Male
9801 Female
2520 Male
7512 Male
5148 Female
9172 Female
8176 Male
8181 Female

.earnszz .earn523 .earnsza'l .earn525

11469.14 15534.49
0 13549.67

0 0
15276.23 19486.08
17788.38 21896.97
18429.38 27733.68
28797.46 39036.21
28502.5 40120.79
18509.62 23330.29
0 21224.86
1444828 17620.76
15592.26 21770.97
21558.6 30140.74
1475046 19919.07
J756.391 19198.26
0 19776.17
21091.45 27331.92
11895.62 15564.2
13035.77 17465.03
18372.86 21808

16819.94
20357.82
22978.99
14392.44
2347771
32813.86
45362.8
60672.89
28803.23
23778.35
19599.03
25355.1
34078.95
23640.95
21533.77
17883.52
34330.24
13539.02
0
23959.87

10

17801.23
18525.86
27709.72
18197.38
27628.67
37556.77
58544.42
65457.4
27726.78
23114.92
20667.93
2841971
0
23124.26
21622.29
26469.22
31701.86
19460.33
18533.97
2894457

YWariable Names

Open up



Fi Stata/IC 101

File Edit Data Graphics Statistics User Window Help
B-&8- 68 &- ] -EI@ o]
— i Results
Command rc
1 edit
University
(/m# option or -set memory-) 1.00 MB allocated to data
Variables =]
Name Label Type | Format

Command

The black screen will display all your output —stlg where all your statistical results will com# of.

I've highlighted four important boxes on the screefhe first box, highlighted in red, is the boxath
contains all our variables. Note there is nothimthis box yet, as we have not yet inserted arng ddo
STATA. The second box is the command box, higldidhin light blue. In this box, we will be entegin
all our coding, which will tell STATA what to do i our data. The other command box, highlighted in
green, provides a record for every command we’serted into the program. This command box is very
useful if you've been running a lot of commands ameed to reinsert them again, or slightly modify
commands you've already run. Do not worry too mabbut both command boxes for this lesson.

The tiny fourth box, highlighted in purple, is thBata Editor” box. When you click on this box, you
should obtain the following window:

11



b Stata/IC 101

File Edit Data Graphics Statistics User Window Help
=N 1 - [P

lewiew | L[| DataEditor |E||E| I
l_Pﬁ—eDfE_l Festare Sot 4 *h Hide Delets

1 g vari[1] = |

2 q

fariables

MName
4

Command

It is in the data editor that you are going to pagiur dataset in from Excel. Copy all the avddadata
from Excel and paste it into the first cell of tbata Editor (highlighted in blue in the above preju
You should obtain the following page, where youiada automatically transferred into the data edito

12



T Stata/IC10.1

File Edit Data Graphics Statistics User Window Help
= [~ - M -
teview | 1 Data Editor ol e |
| Preserve | [ Sort | | #» || Hide | [ Delete. |
1 q graduateid[1] = |(EE
2 g graduateid sex earns22 earns23 earns24 earns25 =
1 Male 11469.14 15534.49 16819.94 17801.23
2 948 Female 4] 13549.67 20357.82 18525.86 .
3 4966 Female 0 0| 22978.99 | 27709.72 - htep:
4 B573 Male 15276.23 19486.08 14392.44 18197.88 0 ST
5 9327 Female 17788. 38 21896. 97 23477.71 27628.67
& 5317 Male 18429.35 27783.68 32813.86 37556.77
7 4340 Male 28797.46 39036.21 45362.8 58944.42
8 8974 Male 28502.5 40120.79 60672.89 63457.4
9 4632 Female 18509.62 23380.29 28809.23 27726.78
10 9217 Male o 21224, 86 23778.35 23114.92
fariables 11 4434 Female 14445, 25 17620.76 19599.03 20667.93
12 1714 Female 15592. 26 21770.97 25355.1 28419.71
e 13 2663 Male | 21558.6 | 30140.74 | 34078.95 0
14 9801 Female 14750.46 19919.07 23640.95 23124.26
15 2520 Male 7756.391 19198. 26 21533.77 21622.29 T
4 3

Cemmand

Note that all data in the in the editor is blackept for “sex” which is red. STATA will not recoge
the “sex” variable for statistical commands becatigea word, rather than a number — all varialyles
record into STATA must be codified as numbers!

In order to convert sex into a number code that BXAwill recognize, we need to convert it into a
“‘dummy variable”: a dummy variable is one that wkihe code 0 or 1, reflective of a binary
characteristic. Since we only have two categafésex”, let's codify men as “0” and women as “1”.

The easiest way to code these variables is in Exoeh new column next to the “sex” column, recatle
Males as 0 and Females as 1; call this new varigigle dummy”. Then, re-copy the dataset back into
STATA. If you do this, you should see the follogiautput in the data editor:

13



2 - Stata/IC 101 =

e I:I Data Editar |E|El@
|E_| = | Sort | 5 | || Hide | | Dielste., |
= graduateid[1] = l@
[ graduateid [ =ex [ sexdummy earns22 | earns23 | earns24 | earns2s -
B 1951 | Male | 0| 11469.14 | 15534.49 | 16819.94 | 17801.23 |
2 948 |  Female | 1| 0 | 13549.67 | 20357.82 | 18525.86 |
3 4966 |  Female | 1| 0| 0 | 22978.99 | 27709.72 |
4 8573 | Male | 0 | 15276.23 | 19486.08 | 14392.44 | 18197.88 |
5 9327 | | 1| 17788.38 | 21896.97 | 23477.71 | 27628.67
6 5317 | 0 | 18429.38 | 27783.68 | 32813.86 | 37556.77 |
7 4340 | 1 0 | 28797.46 | 39036.21 | 45362.8 | 58944.42 |
a 8974 | Male | 0| 28502.5 | 40120.79 | 60672.89 | 65457.4
9 4632 |  Female | 1| 18509.62 | 23380.29 | 28809.23 | 27726.78 |
10 9217 | Male | 0| 0| 21224.86 | 23778.35 | 23114.92 |
11 4434 |  Female | 1| 14448.28 | 17620.76 | 19599.03 | 20667.93 |
1z 1714 |  Female | 1| 15592.26 | 21770.97 | 25355.1 | 28419.71 |
_ 13 2663 | Male | 0| 21558.6 | 30140.74 | 34078.95 | 0
2 14 9801 | Female | 1| 14750.46 | 19919.07 | 23640.95 | 23124.26 |
m 15 2520 | Male | 0| 7756.391 | 19198.26 | 21533.77 | 21622.29 |
16 7512 | | 0 0 | 19776.17 | 17883.52 | 26469,22
7 5148 | 1| 21091.45 | 27931.92 | 34390.24 | 31701.86 |
18 5172 | 1| 11895.62 | 15564.2 | 13539.02 | 19460.33 |
19 8176 | Male | 0| 13035.77 | 17465.03 | 0| 18533.97 |
20 8181 | Female | 1| 18372.86 | 21808 | 23959.87 | 28944.57 |
£ 3
J||
Command

Notice how the “sex dummy” variable is in blackhi§ means that STATA will recognize it as a varabl

Click on the “Preserve” editor. You should seeftiiwing screen below (notice how our variablexbo
highlighted in red, now has seven variables igriduateid, sex, sexdummy, earns22, earns23, darns2
and earns25):

14



Stata/IC10.1

Fite Edit Data Graphics Statistics User Window Help
B-E26-68&- M-/ L]
Review >

Cammand _rc
1 edit
Variables X
MName Label Type | Format
graduateid Graduate ID int %:8.0g
sEx Sex stri %8s
sexdummy  SexDummy byte %8.0g
earns22 float %809
earns23 float %009
earns24 float %9.0g
earns2s float %29.0g

Command

CONGRATULATIONS! You've just uploaded a dataset ino STATA!

You can also upload data into STATA using the “eefi command. This command may be more
helpful for data uploading if your data file is d@r or if your data is in a .txt or .raw rather thals
format. Excel files usually need to be convertetd icsv files in order to be uploaded via the “insheet”
command. To upload a dataset using the “inshemtincand, you must know the exact name of your
datafile, including the main folders where it $aved (i.e. C:/documents/sppfolder/dataset.csv).
Simply type the following into the STATA commandxodinsheet using filename”. You should see the
data from the file uploaded in your data editor.

STATA COMMAND PL2.1:

Code:“insheet using filenaméwherefilenameis the dataset you wish to upload.

Output produced:Uploads the specified file into STATA.

! This can be done via the “save as” function ineéxcon the “save as type” button - indicate yountta save the
file as CSV (Comma delimited). If your excel fpessesses multiple tabs, you must select onlyaiméotsave as a
CSV file.

15



Shifting now to creating a record of your work,cklion “File” and then click on “Log” followed by
“Begin”. You should be directed to the followingnaow:

i Stata/IC 10,1

File Edit Data Graphics ‘Stabistics User Window Help

i Begin logging Stata output

[E=
| i [ 1l « LSEH drive » Kelly Paper b Strike Qutcomes b v [ 2| | Search strike Outeames
I\-,.__/Ivl 2 rnve Elly Faper rNke LSUulcomes | + AEGICI a1 E LILTCOmeEs

Organize » Mew folder Azzow
RecentPlaces  *  Name : Date modified Type
. . i ; STATA 2011 5:40 PM
= Libraries \
| 255ept2011 Strike Outcomes Logs.smcl
| Docurnents
d Music
k=| Pictures
E Videos 3

‘B Computer
&, osbisk [C:)
¥ johnstoa (\icn-h

=% Political Science

File name: Stata output

Save as type: | Formatted Leg ("smcl)

# Hide Folders Save | | Cancel

earns24 float %8.0g
earns2s float %8.0g

Once you save this log file (which is a .smcl fite)a folder, it will record everything that you do
STATA as well as all your results. After you sakie log, you should see the following window below:

16



B Stata/IC10.1
File Edit Data Graphics Statistics User Window Help
B-e- B =- O-o4Q L]
Review pS
E .i Results
Command rc
1 edit

log using "P:\Methods texts\Le...

Variables X
MName Label Type | Format
graduateid Graduate ID int %8.0g
sex Sex str s
sexdummy  SexDummy byte  %8.0g
earns22 float  %8.0g
earns23 float %89.0g
earns24 float %8.0g
earns25 float %8.0g

Notice how in the black box, STATA acknowledgestthau are creating a log of your work.

(/m# option or -set me

\Wethods text
1

university
-) 1.00 mB al d to data

ed into ed

'P:\Methods texts\Lesson 2 Stata output.

Stata output.smcl

7 Sep 2011, 15:57:07

log on (smcl)

Comrmand

Every

subsequent command you run, as well as the reuwiillibe presented in this log.

This can be very helpful for your research, esplgciayou are running a lot of commands on STATA
and you realize the day after that you forgot wjmir output was, and/or even worse, that you forgot
what your commands were. To briefly demonstrate BG ATA saves this log, | am going to run three
simple commands (don’t worry about the coding @fs#h commands right now, we will come back to
this):

1.

| am going to calculate the mean of my earns22abéei This can be done by typing in “mean

earns22” into the command box, and then pressimgete

I am going to ask STATA to present the summaryisgtes of my earns23 variable. This can be

done by typing in “sum earns23” into the commang &od then pressing “Enter”.

| am going to ask STATA to produce a histogrameaifl my earn24 variable. This will be done

by typing in “sum earns24, d” and then pressingtégn

After running these three commands, you shouldrseéollowing output:

17



fi Stata/IC 101

File Edit Data Graphics Statistics User Window Help
B-e- B - O-04Q L]
Review s
ﬁ Results = =] 2
Command _rc
1 edit . TP, stata output.smcl”
2 log using "P\Methods texts\Le... Stata output.smc
3 mean earns22
4 sum earns23
5 sum earns24, d
8752.818 40120.79
Variables X
MName Label Type | Format
graduateid Graduate ID int %8.0g
SEX Sex stlh %8s
sexdummy  SexDummy byte %8.0g
earns22 float  %9.0g
earns23 float  %9.0g
earns24 float %8.0g
earns25 float %9.0g
leg on (smcl)
Command

Note how STATA has recorded all three of these sadéehe right hand command log box. All the typed
commands will show up in white in the black boxll the output will show up in green and yellow.

Now that | am done, | am going to close the logligking on “File”, then “Log”, then “Close”. STAA
will acknowledge the closure of the log in the lBldmx. Save the data file by clicking “File” then
“Save”. It will ask you to save a “.dta” file, wdti will hold your dataset that you just uploadetbin
excel.

In order to review your saved log, go to the docutméolder in which you saved your log in (it shabile
a .smcl file). Click the file. You may see thdldaving image:

18



Windows &3

Windows can't open this file:
2’
File: ESTIMATESTABLES.do
To open this file, Windows needs to know what program you want to use to

open it. Windows can go online to look it up automatically, or you can manually
select from a list of programs that are installed on your computer.

What do you want to do?

@) Use the Web service to find the correct program

Select a program from a list of installed programs

oK | | Cancel

Note: Your computer may not automatically open y8UIIATA log, so you may have to tell it which
program to open it in. If this is the case, clickthe “Select a program from a list of installedgrams”.

If STATA is not listed within the box, click “Broves and select it from the “STATA” folder, which is
found by opening “All Programs” and clicking “Stgtics”. Once you select STATA as the program that
you are opening up your log with, you should seeftfiowing screen:

19



Viewer (#1) [view "P:\Methods textshLesson 2 Stata output 1.smcl”] E
@ IEI @ |\-'iew "P:AMethods texts\Leszon 2 Stata output 1.emcl” ﬁ,],l
Advice | | Contents | |What'$ New| | Mews |

log: P:\Methods texts\Lesson 2 Stata output.smcl
log type: smcl
opened on: 27 Sep 2011, 15:57:07

. mean earns22

Mean estimation Number of obs = 20
Mean std. Err. [95% conf. Interval]
earns22 13863.72 1953. 028 977 5. 985 17951.45

- Sum earns23

variable obs Mean std. Dewv. Min Max

earns23 20 21660.41 8752.818 0 40120.79

. sSum earns24, d

earns24
Percentiles smallest
1%
5% 6769. 51 13539. 02
10% 13965.73 1439244 obs 20
25% 18741 .27 16819.94 sum of wgt. 20
50% 23559.33 Mean 25172.22
Largest std. Dev. 12550.72
75% 30811.54 3407 8. 95
0% 39876. 52 34390, 24 variance 1. 58e+08
95% 53017. 85 45362. 8 Skewness . 9519619
a9% 60672. 89 60672. 89 Kurtosis 4_944203
. log close

log: pP:\Methods texts\Lesson 2 Stata output.smcl
log type: smcl
closed on: 27 Sep 2011, 16:05:53

Notice how STATA presents you a viewer which hasttiree commands and their subsequent output
that we ran earlier.

CONGRATULATIONS! You've created and re-opened a wok log in STATA!
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Practice Problems:

Lab Practice Problem 1: Upload a dataset that yme lcollected and codified in Excel into STATA.
Save the dataset in a folder you can remembervgibbe using this for future lessons!).
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Lesson 1: Sampling and Populations

Learning Objective 1: To understand the notion ofsampling and problems that arise from
sampling when making inferences about a population

Learning Objective 2: To understand the notion of mrmal distributions and what they indicate
about our data

Learning Objective 3: To create a numerical variabé in STATA that is a function of existing
variables

Learning Objective 4: To codify a non-numerical varable into a numerical one in STATA

Learning Objective 5: To create a histogram in STAR in order to view the distribution of your
data

Generally when we want to empirically test a resle@uestion, we want to see how something impacts a
population, that is an entire group of items thataf interest to us. Some researchers can exanine
populations if the number of observations withipapulation is small. For example, if your unit of
analysis is US states, countries, etc., it is fdesgD capture the entire population of observatias the
total state/country population is 50/204. Othesesrchers, on the other hand, may examine units of
analysis whose populations are much larger; thithéscase if your unit of analysis is individuals o
households; in this case the total population mayinpossible to examine due to its size. Because
researchers in this latter category cannot loathatentire population, they must select a samge ith
representative.

Statistical inference (the testing of the impacboé variable on another — say policy on humamtienh)
involves using a sample to draw conclusions abdmitharacteristics of a population from which inea
If ever you use a sample, you must ask yourselfitmgortant things:

1. Is this sample representative of the population?
2. Isthere a chance our sample is biased (i.e. @mesentative of a certain group)?

In order for the sample to be representative opitygulation, we need to randomly select it. Ifdeenot
randomly select it, our sample could be biased. waliet to avoid bias in research, because if ouptam
contains bias, we might produce conclusions aboptiations that are over/under-stated.

To give a brief example, pretend that two studétfits over-achiever and the over-sleeper) are garen
assignment to survey Oregonians about their usdtednative energy. The over-achiever knows that i
he wants to properly assess Oregonians’ use ahattee energies, he needs to find a random sample.
To do so, he takes the entire Oregon census addmdy calls every 10Dphone number, in order to ask
them questions about their use of alternative fum#ecting a total of 4,000 individual responsé&he
over-sleeper, however, wants to limit his work, andveys only 4,000 Corvallis residents.
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Before seeing the survey results from both studemtsare likely to withess much higher alternative
energy use from the over-sleeper's sample thanotleg-achiever's. Why would this be the case?
According to the Environmental Protection Agency2009, Corvallis ranked as the number one city in
the US for the use of green energy. Corvallis’ egtionalism, in other words, does not make it
representation of Oregon. Had the over-sleepeptadothe same approach as the over-achiever, he
would have avoided the fact that his sample is ihehiased towards individuals who use more green
energy, on average, than the rest of the state.

There are three types of selection biases thatweni to avoid in your research. These biasesdieclu

1. Selection Bias: Discussed above, this occurs winensglect a sample that is not representative
of the population. Another example of selectioashis conducting an opinion survey on 2012
presidential election outcomes, but asking the Rews network to conduct it. The selection
bias here is that a disproportionate amount oftigihg individuals tend to watch Fox news;
hence their conclusions of a Republican candidateing may be over-stated

2. Survivor Bias: This is an issue for retrospectittg®s, where you bias your sample because you
only consider cases that have “survived”. Say gmuinterested in analyzing a long-term trend,
such as what features make a NYSE listed compargessful throughout economic booms and
busts. If you randomly select a group of compatiged on the NYSE exchange, your sample
may have a survivor bias even though it was rangaelected. This is because firms that failed
(i.e. went bankrupt) will not be listed on the NY,Sfad hence your sample is over-representative
of firms that have succeeded (i.e. remained inf®\ss).

3. Nonresponse Bias: If you are conducting a survey,pay notice that some people will chose to
not participate. If non-participation, howeversistematic over certain groups, your sample will
suffer from a non-responsive bias. For exampleyoli are conducting a phone survey on
Oregonians’ perception to the use of green enamglyiduals who are apathetic about green
energy use may choose to not to spend time respgridi the survey. However, if apathetic
green energy users refrain from the survey en mgsse survey is no longer representative of
the population of Oregon. This is not due to peatd with selection, but due to problems of non-
responsiveness. Providing incentives for all pgoéints, including apathetic green energy users,
to respond (such as providing free gift vouchessd possible way to overcome systematic non-
responsiveness.

The most basic rule of thumb for selecting a sangpl® select it randomly. This may mean drawing
individual telephone-numbers/addresses out of a Hdowever, you may discover as you conduct your
research that random selection is not as simpleseems — particularly if you conduct surveys hsea
you are forced to work with the responses thagaren. If this is the case, do not despair; juskensure

to make a note of it in your analysis and how iyyrmapact your results!

In statistics, one of the most important concepmtssample/population distributions. Think of a
distribution as a road-map to where your data lieprovides a reference for all possible valuesaof
variable that you're looking at in relation to theean (average). The most common type of distobuti
used in statistics is the normal distribution. @mal distribution looks like a bell curve (see g 1.1
below).
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Figure 1.1: Normal Distribution

Symmetric

T
aboutl mean About 68% within

l 5.d. of mean

About 95%
within 2 s.d.
of mean

About 99%
within 3 s.d.
of mean

¥ =3 x-2g TG I f+ag x+2a x+3z
Source: Roberts, 20h2t6://www.regentsprep.org/Regents/math/algtrig/ M®rmallesson.htin

Why is a normal distribution so helpful in statst? Normal distributions can tell us the probabitif
where the majority of our data/observations lidatree to the mean. Under a normal distribution,
roughly 68% of our data should lie within £1 startarrors/distributions away from the mean, roughly
95% of our data should lie within 2 standard esfdistributions from the mean, and roughly 99% wf o
data should lie within +3 standard errors/distiitmis of the mean. This is a very powerful ruld &ris

not conditional on sample size (i.e. whether welao&ing at a large or a small sample). As longhes
distribution is normal, these three probabilitie$ twold true. When we cover standard errors ia tiext
lesson, however, you will hotice that our standamrdrs become smaller, and hence we improve acgurac
as our sample size grows.

Normal (bell-curve) distributions are not only udefor determining where our data lie relative to a
mean. They are also a central requirement fostst@ne of the classical tests of hypotheses aedtzal
component to data analysis. These features willismissed in greater depth in future lessons efisas

the important Central Limit Theorem which is dissed in the next lesson. Before we advance to these
topics, however, you will learn some basic codimgnmands in STATA, as well as how to plot a
histogram of your data. Histograms are helpfubbies, as they reveal the distribution of a vaegabl
across all recorded observations. For this lessenyill construct histograms from two datasetsie ©f
these datasets you've used before; it containsirggninformation on 20 randomly selected UK
graduates. The second dataset contains earnifogsiation on 200 randomly selected UK graduates.
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STATA LAB (LESSON 1):

Open up the two excel datasets on graduate earnamgs upload them into two separate STATA
windows via the copy/paste method we used befe® Pse-Lab 1). Before we begin, you will learn the
“generate”, or “gen” for short, command which cematnew variables from those which we have
uploaded.

Let's create a new variable that is the sum ofiegmthat a UK graduate makes between age 22 ard 25
we will call this “totalearns”. Starting with osmaller dataset, go to the command box (outlineddh
below) and type the following command: “gen totahsa= earns22 + earns23 + earns24 + earns25” as
demonstrated below:

stata/sk LLU - FivMethods texts\karnings kExample.dta - [Kesults)

File Edit Data Graphics Statistics User Window Help

SHm g - ;T':I

leview

Command rc ;
1 use "P\Methods texts\Earning... T eratistic
fariables x
Mame Label Type
graduateid Graduate ID int . use "P:‘\Methods texts\Earnings Example.dta
SEX Sex str
sexdummy SexDummy byte
earns22 float
earns23 float
earns24 float
earns25 float
Command
gen totalearns = earns22 + earns23 + earn24 + earns25b
L] e F
“\Methods texts
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After typing “gen totalearns = ...."” into the commalmalx, press “enter”. The command should appear in
white in the black output box. To confirm that SlTA has created the variable, open up the dataredito
(highlighted in blue above). You should see tHm¥ing screen:

| Data Editor (Edit) - [Earnings Example] [= = | =
file Edit Data Tools

FA" IEY SE ==l AN A-1Ic

graduateid[1] 1951
graduateid sex sexdummy earnsz2 earnsz23 earnsz4 earns2s totalearns -
1 Mmale ) 11469.14 15534. 49 16819.94 17801.23 61624.8
2 948 Female 1 o 12549.67 20357.82 18525. 86 L2433.35
3 4966 Female 1 o0 0 22978.99 27709.72 50688.71
4 8573 Male 0 15276.23 13486.08 14392, 44 158197. 58 67352.63
5 9327 Female 1 1778B.38 21836. 97 23477.71 27628.67 30791.73
[ 5317 Male v} 18425.38 27783.68 32813.86 378E56.77 116583.7 =
7 4340 Male v} 2B797.46 39036.21 45362.8 SB944.42 172140.9
B B974 Mmale v} 2BL0D2.5 40120.79 606T2. 89 GE457. 4 134753.6
2 4632 Female 1 18509.62 23380.29 288093.23 27726.78 98425.92
10 9217 male 0 o 21224.86 23778.35 23114.92 68118.13
11 4434 Female 1 144458.28 17620.76 195393.03 20667 .93 72336
12 1714 Female 1 15592.26 21770.97 25355.1 258419.71 91135.04
13 2663 Male u} 21558. 6 30140.74 34078.95 o BEFTB.29
14 9801 Female 1 14750. 46 19913.07 23640.95 23124.26 B1434.74
15 2520 Male v} 7756.391 19138.26 21533.77 21622.29 70110.71
16 7512 Mmale v} 0 19776.17 17883.52 26469.22 64128.91
17 5148 Female 1 21091. 45 27931.92 34390.24 31701. 86 115115.5
18 9172 Female 1 11835.62 15564.2 13533.02 19460.33 60459.17
19 5176 male 0 13035.77 17465.03 0 18533.97 43034.77
20 81381 Female 1 18372.86 21808 23959.587 28944.57 93085.3
4 il 3
ady Vars: 8 Obs: 20 Filter: Off Mode: Edit || CAP || NUM

Notice a new column has emerged titled “totalearntis is your new generated variable.
CONGRATULATIONS! You have just generated a new varable in STATA!

The “generate” command is very versatile and esape to create any type of variable from your Jata
you can multiply, divide, add, subtract, take patages, etc. for any variable in your data editod a
make a new variable. It also saves you a lotnoé tirom having to do it in Excel!

2 This command is covered more in depth in the detaagement appendix.
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STATA COMMAND 1.1:

Code:"“gen newvariable = f(varl, var2, ..., vgt, where newvariable is the variable you wish teate
and f(varl, var2, ..., varis the function of current variables which alrgadist

Output produced:Creates a new variable from existing ones

Caveats:Works ONLY on numerical values.

One major advantage of the “gen” command is thsawes us a lot of work in Excel in terms of cregti
new variables. One major disadvantage, howevehais“‘gen” does not work on non-numerical values.
For example, say rather than assigning numeridakg&o “sex” in our database with 200 observati@ns
long and tedious process), we would rather covastinto a humerical variable in STATA. Start firs
with the following command, which specifies that want to create a new variable, “gender”, where the
“male” variable is equal to 1: “gen gender=1 if semale”. You should see the following image:

s

2.0g
LR (111);
.0g
9.0g
8.0g

. gen gender=1 if sex==male

Notice that we see a red command that states STi&Tdnable to find the “male” variable. This is
because, as mentioned in Pre-lab 2, STATA doeggognize non-numerical values.

The “encode” commaridhowever, coverts non-numerical values into nucagénalues for you. Within
the command box, let’s again try to create a cogdde for the “sex” variable, calling the new vatia
“‘gender”. Type in the following command: “encodexs generate(gender)”. You should see the
following screen:

® This command is also covered more in depth irdtita management appendix.
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Review x
B Results
Command _rc
1 edit
2 generate str gender = =0 if sex.. 198
3 generate str gender = 0 if sex=.., 111 or A on Joh on
4 edit ¥ on university
5 gen gender=1 if sex=rnale 109
6 gen gender=1 if sex==male 111 1. (/m# option or
7 encode sex, generate(gender)
00 obs pasted into editor)
e s5tr gender =0 if sex=Female
e 5tr gender 0 if sex==female
Wariables x
Marne Label Type | Format
idorig int %3.0g gen gender=1 if sex=male
SEX Sex strd %8s - (109);
earns22 float 8.0g i ender—1 if sex Te
carns23 float %9.0g gen gender=1 if sex==male
earns24 float 9.0g r(111);
earns2s float  %:0.0g
encod
earns26 float %609.0g
Igender Sex leng  %8.0g I .

Command

Notice how there is a new variable within our “\&doies” box (highlighted in red).

CONGRATULATIONS! You have just codified a hon-numerical variable into a numerical one in
STATA!

To check that we have created a numerical variaigen the “Data Editor” at the top of the page.uYo
should see the following:

28



Ifl Data Editor

7l

[F'resewe ][ Restaore ] [ Sort ” < ] r [ Hide ] [ Delete. ..
I gender[4] = i
idorig zex earnsz2z2 earns23 earnsz24 earnsz5s earnsze gender

1 1951 Male 11469.14 15534.49 16819.94 17801.23 21091. Male
2 9435 Female o 13549.67 20357.82 18525.86 17933. Female
3 4966 Female o o 22978.99 27709.72 26179.7 Female
4 8573 Male | 15276.23 | 19486.08 | 14392.44 | 18197.88 | 25118.59 IETEE
5 9327 Female 17783.38 21896.97 23477.71 2762B.67 35983.3 Female
6 5317 Male 15429.38 27783.63 32813.586 37556.77 41664.7 Male
7 4340 Male 28797.46 39036.21 45362.8 55944.42 56249.5 Male
3 3974 Male 2B502.5 40120.79 60672, 89 B5457.4 74173.1 Male
9 45832 Female 18509.62 23380.29 2B809.23 27726.78 36796.4 Female
10 9217 Male o 21224.86 23778.35 23114.92 2B6l6.4 Male
11 4434 Female 14448, 28 17620.76 19599.03 20667.93 19776.3 Female
1z 1714 Female 15592.26 21770.97 25355.1 28419.71 35025. Female
13 2663 Male 21558.6 30140.74 34078.95 o 27574.3 Male
14 9501 Female 14750. 46 19919.07 23640.95 23124.26 Female
15 2520 Male 7756.391 191958. 26 21533.77 21622.29 20334.6 Male
16 7512 Male ] 19776.17 17883.52 26469.22 28182.0 Male
17 5145 Female 21091, 45 27931.92 34390, 24 31701. 86 33621.9 Female
15 9172 Female 11895.62 15564, 2 13539.02 19460. 33 21369.8 Female
19 3176 Male 13035.77 17465.03 o 18533.97 19662 Male
20 8181 Female 18372.86 218038 23959. 87 28944 .57 29113. 0 Female
21 470 Male o o 33765.81 38307.72 54486.5 Male
22 2859 Female 30080.42 35747.93 45974.2 47006. 33 54772.3

23 9372 Female o o 10013. 38 12246. 32 15761.58

Notice that our new “gender” variable is the samm@ar old “sex” variable, with two major differersce
1)) it is highlighted in blue indicating that STAT#cognizes the variable, rather than in red initiga
that STATA does not recognize it, and 2.) when gbck on the “female” or “male” cells in the value
toolbar at the top of the data editor (highlighteded) you see a numerical value (1 for femalégr2
male). The “encode” command always starts froratther than O; notice that our dummy values range
now from 1 to 2, rather than from O to 1 when wenoadly coded it in excel. The basic rule of thumb
data analysis is that dummy variables (i.e. vagisbVhich have a binary value, such as “yes” and tmo
“male” and “female”) should be codified in terms@®@&nd 1. To re-codify our gender variable intoesy

0/1 dummy variable, which we will call “gender2ype the following two commands into the command
box:

1. “generate gender2=1 if gender==1", and then “Enttns assigns all “female” variables a value
of 1

2. ‘“replace gender2=0 if missing(gender2)”, and thEntér”; this replaces all our “missing” male
gender values (i.e. those which gender had a l@8 with O

The “encode” command is also particularly helpfyidu wish to codify categorical variables whichvea
more than one non-numerical value (i.e. hair/eylercemployment status, occupation, etc.).
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STATA COMMAND 1.2:

Code: “encode varl, generate(newvariablleyvhere newvariable is the (numerically-coded)iable
you wish to create and varl is the non-numericabkiée which already exists, and which you want to

codify.

Output produced:Creates numerically-coded variables from existing-numerically coded ones

Going back to our totalearns variable, let's seatvits distribution looks like by creating a histag. In
order to create a histogram, click on the “Graphted® in the toolbar, then click “histogram”. You

should see the following window:

ﬂ histogram - Histograms for continuous and categorical variables (o || =3 | 2

Main |if/n | Weights | Density plots | Add plots | Y ads | Xads | Titles | Legend | Overall | By |

Data
Variable: i@ Data are continuous
totaleams IE‘ (71 Data are discrete
Bins f ands
[l 20 | Number of bins © Density
i) Fraction
[l Width of bing _
() Frequency
[ Lower limit of first bin @ Percent
[ Bar properies ] [7] Add height labels to bars
Bar label properties
oKk |[ Cancel |[ Submt |

The “histogram” command in STATA presents you aialsfor how your data are distributed once you
place them in numerical order. In the “Variableixbenter “totalearns”. Under the “y-axis boxicé&l
the “percent” bubble — this will tell you what pertage of your data lie within each bar range. eft
you've done this, click “Ok”. You should be pretsshwith the following graphic (wait for it, sometes

it takes a while to appear...):
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File Edit Object Graph Tools Help

=1 TN I AR RN

CONGRATULATIONS! You have just created a histogramin STATA!

The “histogram” command can also be generatederctimmand box using the following coding:

STATA COMMAND 1.3:
Code:“histogram varl, perceftitwhere varl is the variable of interest.

Output produced:Creates a histogram graphic of specified variable
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You may notice the above graphic does not closebemble the normal distribution that we saw in
Figure 1.1. One reason for this is because oulelath is quite wide. One way to reduce the bagth
and thus increase the number of bars, is incredlsgngumber of “Bins”. Go back to “Graphics” tabd
select “Histogram”. This time, in the “Bins” boglick the first box, “number of bins”, and enteeth
number 20. Click “Ok” and you should see the failog histogram:

Ully Stata Graph - Graph El@

File Edit Object Graph Tools Help
e o] Ga | gl [d X

il Graph 4B
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Notice that this histogram is slightly more spreaiithan the first, but still displays a skew te thft (i.e.
towards 0). Let's determine if a similar distrilout of “totalearns” emerges in the larger sampie.si
Upload the larger dataset (of 200 randomly selegtaduates) into a new STATA window.

We are going to do exactly the same commands tdange STATA dataset as we did with our small
dataset. First, generate the variable “totaleawtsth is the sum of earnings that a UK graduatke®sa
between age 22 and 25 by typing “gen totalearn@rms22 + earns23 + earns24 + earns25” in the
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command window and pressing “Enter”. Check the @alitor to make sure there is a new column with
your newly created variable.

Now let's create a histogram of our “totalearnstiable in our large dataset. Click on the “Graghic
tab, and then click “histogram”. You should see fibllowing box (again):

histogram - Histograms for continucus and categorical variables = || B ER

Main |if/in | Weights | Density plots | Add plots | Y axds | Xaxis | Titles | Legend | Overall | By

Data
Variable: i@ Data are continuous
totaleams IE' (7 Data are discrete

Y axis
20+ Mumber of bins © Density

) Fraction
[ Width of bins )

) Frequency
[ Lower limit of first bin @ Percent
[ Bar properties ] [] Add height labels to bars

Bar label properties

[ 0K [ Cancel || Submt |

In order to standardize output, in the “Bins” bdmghlighted in red) enter 20 bins like we did fhet
previous histogram from our smaller sample. Aléckdhe “Percent” option under the “y-axis box”dan
click “Ok”. You should see the following histogram
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CONGRATULATIONS! You have just created another higogram in STATA!

You may notice something different about this hgsamn: its distribution resembles a normal distiidout
much better than that from our sample size of R0is not perfectly bell-shaped, but the distrilouti
converges more closely to normal than that forgledrns” in the smaller dataset.
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Practice Problems:

Practice Problem 1: Suppose a researcher in th&amilvants to examine how often people contraet th
common cold. She is unable to leave her militaagebas she is on active duty, and so she exanhiees t
health of all 1,000 individuals living on the basé.ist some reasons why her conclusions on cold
frequency may be over/under-stated due to her sasgbéction.

Practice Problem 2: You want to examine the ap#itafihigh-school seniors in mathematics. As your
sample, you select all high-school seniors that thke Scholastic Aptitude Test (SAT). Explain vthig
sample may bias your conclusions.

Practice Problem 3: Open the two data files coimgitK graduate earnings that you used in thisdless
plan. Create a new variable which is the averaamimgs of a graduate’s first four years out of
university. (Check the data editor to make sur@ A generated the variable)

Practice Problem 4: Create a histogram of your fexgrage earnings” variable for the small and large
dataset. How do the two distributions compare?

Practice Problem 5: Create a histogram of earne22hie small and large dataset. How do the two

distributions compare? What do you notice thatiféerent about the large sample’s distribution,
compared to the other histograms we calculatedendarge dataset?
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Lesson 2: Descriptive Statistics

Learning Objective 1: To understand the notion of neans, medians, variance, standard deviations,
and standard errors (i.e. descriptive statistics) ad how they compare between populations and
samples

Learning Objective 2: To understand what happens tahe distribution of a sample’s mean as the
number of randomly drawn samples increases (i.e. hCentral Limit Theorem)

Learning Objective 3: To understand what happens tadescriptive statistics as one’s sample size
increases

Learning Objective 4: To understand how to calculag descriptive statistics from your data in
EXCEL (means, medians, variation, and standard dewations, etc.)

Learning Objective 5: To understand how to calcula@ descriptive statistics from your data in
STATA

In the last lesson we talked about a very commasigd (and very helpful) type of distribution: the
normal distribution. If you recall back to Figukel, one convenient property of normally distrilslitiata

is that we can determine where a certain percerdfggis data lie, in relation to the mean. Toalkc
roughly 68% of our data should lie within £1 startldeviations/errors away from the mean, roughly
95% of our data should lie within +2 standard deeiss/errors from the mean, and roughly 99% of our
data should lie within +3 standard deviations/esroir the meanln this lesson, we are going to calculate
what the mean and standard deviation/error areesé ldlescriptive statistics can summarize effegtivel
the important characteristics of our probabilitgtdbution.

A mean is one of the most common descriptive s$iedisised in econometrics. This is the averageeval
of your variable over your sample or populatiore fum of total observations divided by the numifer o
observations. It provides a nice reference pdietause if our data is normally distributed, we can
determine where x% of our variables lie in relatiorthe mean. Yet even if our data are not nogmall
distributed, the mean of our sample should approacimal as we increase the number of sample draws.
According to the Central Limit Theorem, a pivotaébrem in probability theory, if you draw a random
sample/sub-sample from a population/sample, thiilaliion of the mean of that (sub-)sample should
approach normal as the number of random drawstfeenumber of samples) increases. To illusttate t
better, we will turn to the “clt” command in STAT#hich more effectively demonstrates the Central
Limit Theorem in actiod.

Type in “clt” into the STATA command editor, andwyshould be presented with the following box:

* Note, if you do not have the “clt” command in STATyou will have to download it from UCLA. To dmstype
in “findit clt” into the STATA command box. Clickn the “clt fromhttp://www.ats.ucla.edu/stat/stata/ado/téach
link, and then click on “Click here to install”.
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B Central Limit Theorem

Distribution Type  Nomal
f Binomial, F= | «

M per sample= il -

H of Samples= [1000

Show Mormal Oveday
Draw lines at +150 and +250
Show means as £ scores

Show sums instead of means

[Show | | Done | | Help |

We are first going to simulate a random draw esergiith a small number of sub-samples (let's choose
10, and select 50 for the number of observationrsumtotal sample). Let's specify to STATA that we
want the distribution of our total sample to be dial (i.e. NOT normal) and we want to examine the
distribution of the means for the 10 randomly drasuib-samples. Enter 50 into “N per sample” and
manually enter 10 into “# of samples” and click &8li. You should see some variant of the following
histogram produced (note: it may not be identisah&se are random draws):
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lnll Stata Graph - Graph E@

File Edit Object Graph Tools Help
B DEERLLea el
hﬂﬁraph| a4 %

Samples=10, Population=Bimodal, N=50

o
-1 -5 0 5

Fraction
4

Notice the histogram shows the 10 averages of wlisamples (longer bars indicate that average value
emerged in two of the ten sub-samples draws). fiflnee does not resemble a normal distributiorhim t
slightest. Now, close the histogram box and gkhadhe CLT simulation box. This time, specifyath
you want 100 “# of samples” — in other words 100d@m sub-sample draws. Click “Show” and you
should see the following (again, it may not be taeh given that these draws are randomly simujated

loll Stata Graph - Graph EI@
File Edit Object Graph Tools Help

BE@e bR el »

InﬂGraph‘ 4P x

Samples=100, Population=Bimodal, N=50

Fraction

15 0

s I L il IIII
-1.5 -1 - 5 1

38



Notice that the means of our sample draws, thougiperfectly normally distributed, appear much more
normally distributed than our first histogram. ’setepeat this command one more time with 1000
sample draws (enter 1000 into “# of samples”).ciCtiShow” and you should see a histogram that looks
somewhat like the following diagram:

I Stata Graph - Graph =3i=E
File Edit Object Graph Tools Help

BEe bk k2

Il Graph| 4 x

Samples=1000, Population=Bimodal, N=50

Fraction

This histogram which plots the means of our 10d#samples falls much more closely in line with what
a normal distribution looks like. Comparing thestdbutions of sub-sample means between the three
histograms, you should notice distribution convenge towards normal — this is the Central Limit
Theorem in action! Also notice that it did not teatif our original sample had a bimodal (i.e. not
normal) distribution — we still obtained a normastdbution for the mean of our sub-samples as that
number of samples increases. This is one of ttenyhh attractions of the Central Limit Theorem. €Th
type of distribution of our original sample or pdgion is irrelevant; as we increase the numbesuti-
sample draws, the means of these sub-samplesonilecge more closely to a normal distribution.

Moving on to the second descriptive statistic ceden this lesson, the variance is a measure of
the spread of our data relative to the mean. Whéevariance is an important statistic, measures
that we will use more commonly in regression analgse the standard deviation and, especially,
the standard error. The technical definition @& ¢handard error is the standard deviation divided
by the square root of our sample size. Theretenatonfusion about whether the standard error
and standard deviation can be used interchange&bbm a strict definition of terms, the
standard deviation is a descriptive statistic, wherthe standard error describes bounds on a
random sampling process (this is why standard m@og sometimes referred to as the standard
deviation of the sampling distribution of the saenphean). Despite their similar nature, the
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small difference in how the two are measured chartge meaning of what is being reported
from a description of the variation in measureme(standard deviation) to a probabilistic
statement about how the number of samples will ideowa better bound on estimates of the
population mean (standard error). In other worlds,dtandard error is an estimate of how close
to the population mean your sample mean is likel\o¢, whereas standard deviation is the
degree to which individuals within the sample diffiom the sample mean. Given that standard
errors incorporate a (further) square root of thege size in the denominator of its formulaic
expression, standard errors will decrease withelasgmple sizes. Standard deviations, on the
other hand, will be unaffected by sample size.

Because samples are a representative subset opudapon, they have slightly different descriptive
statistic notations than populations. The tablewerovides a summary — in words, and formulaicall
of these three sample statistics, as well as ttdtamewhich is the middle value of our data, ifisorted
in numerical order.
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Table 2.1: Descriptive Statistics for Populationd &amples

DESCRIPTIVE DEFINITION SAMPLE NOTATION POPULATION
STATISTIC NOTATION

Sum of all observations

divided by the total X = M U= &

Mean (aka average) | nmper of observations n n

If observations within a|
sample/population are
ordered from lowest to
highest, the median is
the observation which

Median (aka middle | divides the sample in 50" percentile 50" percentile

value) half (i.e. the top 50%
and the bottom 50%)

The average of the
squared deviations .
about the mean (tell us Z(X - X)2 Z(X _,u)z
how spread out our =" 0‘2 ==

observations are relative n-1 N
to the mean)

Variance

_ DX =X)? DX =p)?
Standard Deviation The square root of the S= n-1 o= N

variance

Sample estimate of the S
population’s standard se=—
deviation divided by the Jn NA
Standard Error square root of the
sample size

You may notice that populations and samples hagétbt different variances and standard deviations:
populations have a variance/standard deviation rderador of N and samples have a dominator of n-1.
The reason for this is a technical one which wé mok require you to go into in greater depth. e
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brief, it can be shown mathematically that if theri@nce in a random sample is used to estimate the
variance of the population from which these dataesathis estimate will, on average, be correctef w
divide by n-1.

There are two things worth noting about standardatiens/standard errors. One is that standard
deviations/standard errors will always be greadtantor equal to zero. Secondly, the only occattien

will be equal to zero is when all our observatians identical and equal to the mean. The numeddtor
the variance and standard deviation is called tine &f squares. What this equates to is the sual dfe
squared differences between each observation fhemmiean. If there is a greater spread, the distance
between an observation and the mean will be lagyet,hence the sum of squares, and consequently the
variance, standard deviation and standard errdl,bwilarger. If this spread is smaller, this diste
between an observation and the mean will be smalésr, making the variance, standard deviation and
standard error smaller. Only when each of our mfas®ns is equal to the mean will we obtain a zero
sum-of-squares difference.

If we know the mean and standard error (i.e. thienased standard deviation divided by the squao ro
of our sample size) of our sample and our dataimally distributed, we will be able to predict whe
x% of our data lie, in relation to the mean. WHhés is a very powerful prediction tool, it comegh
strings attached: it's contingent on the size efdtandard error. If we have a large standard sayil 00,

we can predict that 68% of our data will lie witl@r200 unit range! This is not so helpful for pe&dn;

a much smaller standard error (i.e. 10), can géza much more precise range (i.e. 20 rather th@nfaé
where 68% of our data lie. You will find as weadliss t-testing, confidence intervals, and regressio
analysis, that the primary goal is to obtain a $mEndard error so you can gauge your results with
greater accuracy. The easiest way to obtain alemsthndard error is to increase your sample size
(notice from our standard error equation in Tablie & n increases, the standard error will autocadly
decrease due to a larger denominator).

Large sample sizes are important for another reas@nobability theory. According to a very cefhtra
theorem in statistics, the law of large numbers,ritiean from a large number of samples should aglproa
the population mean. Large sample sizes are impbrtherefore, for two reasons. One, a mean of a
large sample should be closer to that of the megulption of interest (i.e. greater resemblancajo,T

the standard error of a large sample will be smadlied hence more accurate (i.e. greater relighiliTo
prove the latter to you, the following lab will ingct you how to calculate these descriptive dtasisn
STATA, and how standard errors compare for ourdagmple of UK graduate earners (n=200) versus
our smaller sample (n=20).
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STATA LAB (LESSON 2):

Open the two Excel spreadsheets with the 20/208reasons of UK graduate annual salaries for tre fi
four years after graduation. Copy and paste bbtihese into two STATA windows (or if you saved
these as .dta files, open the .dta files in STATA)f you did not save the .dta file, re-create the
“totalearns” variable that we created in the labtVia the “gen” command (if you are still unfamiliwith
this, refer back to the STATA commands from Lesspn

There are two ways you can calculate sample stati&ir your data: manually, via typing the exglici
command into STATA, or using the “Statistics” talitee top of the page (this lesson will show yowho
to use both). Selecting the spreadsheet with @AlyJK graduates, you should start with the screen
below (see the variable names in the variable bdkd right):

+f 2 - Stata/IC10.1

File Edit Data Graphics Q5ta Window Help
B-Be-88- B-Baloe
Review x
i Results
Command rc
1 edit
2 gen totalearns = earns22 + ear...
3 edit
Variables x
2 earns = earns22 earns23 earns24 earns25
Name Label Type | Forma | gen totalearns earn + earn + earns24 + earns25
graduateid Graduate ID int %8.0g
SEX Sex sti %0s
sexdurmmy SexDummy byte  %8.0g
earns22 float %809
earns23 float  %9.0g
earns24 float 2:9.0g
earns25 float %909
totalearns float %809
Command
4 m 2
Chdata

43



Click on the “Statistics” table highlighted in retthen select “Summaries, Tables and Tests” theatsel
“Summary and Descriptive Statistics” and then defgleans”. You should see the following box:

Lo :I mean - Estimate means

Model | f4n/over | Weights | SE/Cluster | Reporting

Varables:

Direct standardization

|| Cancel || Submt |

In the “Variables” box, click on the down arrow agdu should find all your variables within the
“Variables” box on the left hand side of the viewddne convenient property of STATA, as opposed to
Excel, is that you can compute descriptive stagsfor multiple variables. Add earns22, earns23 an
earns24 to the “Variables” box and click “Ok”. Yehould see the following output window.
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use "P:‘Methods texts‘\Earnings Example.dta"

mean earnsZZ earnsZz3i earns24

Format

%8.0g -

- 13863.72  1953.028 17951. ¢
s earn: 21660.41  1957.19 17563.96  25756.8
%8.0g earns?2 25172.22  2806.427 19298.3  31046.
%9.0g
%9.0g
%9.0g
A 00

CONGRATULATIONS! You have just calculated the meanfor multiple variables in STATA!

Notice, that STATA also presents information onnderd errors for our earnings data, as well as
confidence intervals of the means (don’t worry altbis too much right now, we will approach thisus

in a future lesson)In order to calculate standard deviations fromdtamdard errors, you must multiply
the standard errors by the square root of your Easipe. In our case, the standard deviation ofs22,
earns23 and earns24 would be as follows:

Earns22 = 1953.028¢20) = 8,734.207
Earns23 = 1957.19420) = 8,752.818
Earns24 = 2806.427%%20) = 12,550.723

Whenever you run a command from toolbar tabs, STAWIKA automatically enter the code in your
output. In the window above, notice the white texean earns22 earns23 earns24”; this is the typed
command which generates means. Try calculatingrtben again, except this time type the command
“mean earns22 earns23 earns24” into the commandéloxv the output screen. You should obtain the
output that you see above.

STATA COMMAND 2.1:
Code:“mean varl var2 var3.”, where varl, var2, var3, ... are your variablemtérest

Output produced:Calculates the mean of specified variables

Another command within STATA that will calculate ares is the “Summarize” command. To find this
command, click on the “Statistics” tab at the téphe viewer, then select “Summaries, Tables arsisTe
then select “Summary and Descriptive Statistics! #ien select “Summary Statistics”. You shouldwie
the following box:
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=] summarize - Summary statistics

Main | by.if/in | Weights

= || &= |

i

‘arables: (eave empty for all variables)

Examples: ¥ all variables starting with "yr"
wz-abo all varables between xyz and abc

Cptions
@ Standard display

(") Digplay additional statistics
(71 No display; just calculate mean

[] Use varable's display format

B+ | Separator line every N varables (set 0 for none)

[ Factor-varable display options ]

[=] [

[ oK | [ Cancel

] [ Submit

Notice there are three options for your variabt&andard display”, “Display additional statisticahd

“No display: just calculate mean”. The “Standarspthy” button will present the following informat

for each variable: the total number of observatidghe mean, the standard deviation (note, not the
standard error!), the minimum value and the maxinuahie. The “Display additional statistics” option
provides much more information on your variableEnter earns22, earns23 and earns24 into the
“Variables” box, click the “Display additional sistics” circle and then click “OK”. You should séee

following output box:
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summarize earns2? earns?23 earns24, detail

earns2?2
nallest
0
0
0 obs 20
9612.765 0 sum of wgt. 20

15013, e A 13863.72
Largest : . Dewv. B734. 207
18469. 5 21091.45
25030, 55 21558.6
28649, 98 28502.5
2B797.46 2B797.46

Percentiles
0

6774.835 .
14542. 08 4.49 obs 20

20

21660.41
B752. B1E

0140 *4 varia 7.66e+07
39036.21 = :
40120.79

B ! . 5Be+08
53017.8 4;;# 3 . 9519619
a0e72. 89 60672. EG AT 315 4,944203

CONGRATULATIONS! You just calculated descriptive datistics for multiple variables in
STATA!

Notice that the “summarize ..., detail” command pnésenot only the number of observations, mean,
standard deviation (which are equal to those weutated above from the standard errors), the nnist (f
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listed observation in the “Smallest” column) anc tmax (last listed observation in the “Largest”
column), but also information on the variance oftewmariable, the skewness, and thed", 10" 25"
50" 75" 90", 95" and 99' percentile (the S0percentile is the median). Also notice that like “mean”
application, STATA automatically presents the cotlthe summary command in white above the output.

STATA COMMAND 2.2:

Code:“summarize varl var2 var3..., detgilwhere varl, var2, var3, ... are your variablesgérest

Output produced:Calculates descriptive statistics of the spedifiariables.

Turning to our “totalearns” variable, we now relgam both datasets to demonstrate that larger sample
sizes produce smaller, and hence more accuratejastherrors. Calculate the mean for “totalearns”
within your small dataset (n=20) and your largeadat (n=200). You should see the following output:

Small Dataset:
E,I:Ig . mean totalearns
a1

a.0g
8.0g
8.0g
8.0q =¥ Y VAL } 378 69870.13 105683.4
8.0g
8.0g

Mean estimation

Large Dataset:

Number of obs

oat otalearns 75994, 2944.111 70188, 44 81799.76

Unfortunately, we are unable to obtain informatadbout the “true” population mean for earnings ia th
first four years after graduation because it isasgible to survey all UK university graduates. &&nwe
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have to accept the law of large numbers predidtiah the mean from our 200 graduate sample will be
closer to the true population mean than the 20ugt@dsample. We can assess, however, is how larger
sample sizes impact our standard error. Noticelvbample has the smaller standard error — thathwhi
contains 200 graduates. This is not a coincidetiee|ab exercises that you do below will demonstra
that for every comparable variable between thesedatasets, our 200 graduate sample will always hav
a smaller, and hence more accurate for descrigtioposes, standard error. This is because as our
sample size increases the denominator of our stdnel@or equation becomes larger, and our total
standard error becomes smaller.
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Practice Problems:

Practice Problem 1: Calculate variance, the meciad,the 28 and 7%' percentile of earns25 within the
small dataset (20 graduates) and large datasegf200ates).

Practice Problem 2: If you did not save the dadéagnd variables created in the previous, re-erdag
aveearns variable, which is the average earningsUK graduate in the 4 years after leaving unitgrs
using the “gen” command. Calculate the mean, st@hdrror, and standard deviation of this varidbie
both the large and small sample datasets. Whabdamotice about the standard error between the two
datasets?

Practice Problem 3: Compare the standard erroeainfs22, earns23, earns24 and earns25 between our
small and large sample of UK graduates. Is thedt@nsistent with what you witnessed above? What
do you notice about the range of the confidenarvals of our means between the two samples?

Practice Problem 4: Create any variable from thraiegs variables in both dataset. Test again, ndret
the standard error is smaller in the large datasggrdless of the variable.
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Lesson 3: Cross-Tabulations

Learning Objective 1: Understanding the use for anctonstruction of cross-tabs

Learning Objective 2: Understanding notions of connhgency and independence between two
categorical variables

Learning Objective 3: Creating cross-tabulation talbes in STATA

Learning Objective 4: Determining contingency/indegndence of two categorical variables in
STATA

Some researchers may be interested in data thategorical (i.e. whose value describes a grougingd,

is meaningless when described on a numerical scl@r than a numerical variable. Say for exampl
you are interested in categorical response outcdnges'yes”, “no”, “maybe”, or whether someoneais
“Democrat”, “Republican” or “Independent”) rathdrain a count variable (i.e. income or age) which can
be assessed for its numerical value. If this é&sdase, descriptive statistics may be less meanifmyf
your data, especially if your categories cannotolaered. This does not mean that people who use
categorical data cannot use statistical techniqié®re are regression methods one can use tesdhses
impact of a categorical (independent) variable onuanerical dependent variable, or the impact of
numerical independent variables on a categoriogpdddent) variable. We will cover some of these
techniques, specifically binary and ordinal logistegression, in later lessons. In this lessomelver,

we begin with cross-tabulations, or cross-tabs.

Cross-tabs are to categorical variables what duseristatistics are to numerical variables; thatline
summary data by category, and what percentagef(@guency) of your data lies within a particular
category. One nice thing about cross-tabs, comp&wedample statistics, is that it enables us to
understand the distribution of categorical datar tw@ variables rather than just one. Cross tdlmula
are contingency tables, and enable one to exphereaationship between (normally just) two catezgir
variables. A cross-tab table will show you thenjdirequency distribution of the two variables, and
whether such frequency is different within differeategories.

To give you an example, consider the following otations on political party affiliation by gendésted
below:
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Table 3.1: Party-affiliation by gender: A hypotloati sample

Gender Party-Affiliation
Male Democrat
Female Republican
Female Democrat
Male Democrat
Female Republican
Male Democrat
Male Republican
Male Republican
Female Republican
Female Republican

If we want to determine the political spread ofivuduals by gender, we do so by creating a cross-ta
When constructing a cross-tab, it is helpful toigleste your dependent variable (i.e. the varialde y
wish to explain) as the row variable, and your pefedent variable (i.e. the variable you believe may
influence your dependent variable) as the colummmiske. Since a person’s gender is pre-determined,
let's select party affiliation as the dependentwjrovariable and gender as the independent (column)
variable.

In order to create a cross-tab, we need to allooateobservations in Table 3.1 above in the four
following categories: “female republican”, “femalemocrat”, “male republican” and “male democrat”.
Based upon these four groupings, and informaticrainle 3.1, we can create the following cross-tab:

Table 3.2: Cross-tab of party-affiliation by gender

Males Females Total
Democrat 3 1 4
Republican 2 4 6
Total 5 5 10

Notice that the interior four cells tell us theduency (i.e. number) of individuals within our sdep
which fit under the specified category. The rowvatgnumbers in red) outlines a frequency summéry o
our column variables (i.e. our sample has 5 menfan@dmen), and the column total (numbers in blue)
outlines a frequency summary of our row variables pur sample has 4 Democrats and 6 Republicans).
Cross-tabs are convenient for summary purposesubecrather than mulling through each individual
data-observation, you can examine the number oérebBons that lie within each category; they are
especially handy for summarizing categorical daymur sample is large.

Another convenient property of cross-tabs is that can test the degree of association between two
categorical variables. Within a cross-tab, catiegbrvariables display either contingency (i.e. the
distributional frequency of an outcome is differantoss groups) or independence (i.e. the distoibait
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frequency of an outcome is similar across groups)t the above example, our cross-tab would indicat
that gender and party-affiliation are contingentmién are significantly more likely to fall into one
political party compared to women. However, geraladt party-affiliation would be independent, if the
distribution of men and women was roughly similasr fboth political parties. To assess
contingency/independence between two categoricaablas, we rely upon a Pearson’s Chi-squared
statistic. The use and calculation of this stiatigtill be explained in greater detail in the STAT&b
below.
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STATA LAB (LESSON 3):

For this exercise, we will use a different dataetn the one from the previous lessons. Open up
“facebooksurvey” Excel dataset. This online surasiged a number of questions to Trinidadian uskrs o
Facebook regarding their use of the social netwagrlsite to maintain contact with family, friendsdan
fictive kin in the international Trinidadian diagpo The dataset you see is a condensed versitnthei
following variables:

1.
2.
3.

o o

The ID of the survey respondent

The gender of the respondent codified as a dummghta: O for female, 1 for male

The age category of the respondent codified asegaacal variable: 1 for 18-24, 2 for 25-34, 3
for 35-44, 4 for 45-54, 5 for 55-64, and 6 for 65+

Whether the respondent has experienced discrirnmagcause of his/her color or race in their
current country of residency codified as a categbwariable: 1 for maybe, 2 for no, and 3 for
yes).

The number of hours the respondent spends onliagegular day

The number of years the respondent has been usdrigternet

The number of Facebook friends the respondent has.

Upload this dataset from Excel into STATA (via tbepy/paste method you used in Lesson 2). You
should see the following screen:
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M Stata/1C101 o (=
File Edit Data Graphics Statistics User Window Help

e- u@- SN[
Review X .
[ W Results o || B
Command Ic
1 | [ Data Editor = ==
[ Freseive || Resioe Sort <« [ s | Hde | [ Delete. |
individualid[1] =
individualid gender genderdummy age agecat discrim discrimcat | hoursonline | vearsusing~t | numberfrei~s -
1 M 1 25-34 2 M 1 10 18 297
2 2 M 1 35-44 3 M 1 1.5 13 70
3 3 M 1 35-44 3 M 1 1 15 205
4 4 M 1 35-44 3 M 1 1.5 13 70
5 5 F 0 45-54 4 M 1 2 7 35
[ 6 F 0 13-24 1 M 1 5 13 182
7 7 F 0 13-24 1 M 1 2 10 495
8 8 F 0 35-44 3 M 1 2 12 423
9 9 F 0 45-54 4 M 1 2 16 305
10 10 M 1 25-34 2 M 1 4 20 350
1 11 F 0 35-44 3 M 1 2 17 330
12 12 F 0 25-34 2 N 2 5 12 2125
et 13 13 F 0 35-44 3 N 2 5 20 117
Mam 14 14 F 0 45-54 4 N 2 1 17 150
15 15 F 0 45-54 4 N 2 1 10 100
16 16 F 0 45-54 4 N 2 1 17 150
17 17 M 1 25-34 2 N 2 3 12 500
18 13 M 1 25-34 z N 2 10 8 300
19 19 F 0 25-34 2 N 2 1 13 B0
20 20 F 0 25-34 2 N 2 2 10 280
21 21 M 1 25-34 z N 2 3 12 153
22 22 M 1 35-44 3 N 2 3 15 1300 -
« [

Notice that the un-coded gender, age, and discaitioim variable show up in red. In Pre-Lab 2, yarav
informed that STATA does not recognize non-numénedues including symbols such as -, +, *, \, /, |
etc., for statistical purposes. Due to this, yall be unable to calculate sample statistics oraaded
forms of statistical analysis on these variableSTATA. You can, however, make cross-tabulations
with categorical names in STATA, this is becausessitabs summarize the frequency of your dataerath
than computing their statistical properties.

Click the “Preserve/Save” button and then click ted box in the top right hand corner to upload the

dataset into STATA. Turning to cross-tabulatioigweo categorical variables, let's examine whether

experiences with discrimination significantly diffey age group. To create a cross-tab of these two
variables, click the “Statistics” tab in the STATWolbar, then “Summaries, tables and tests”, then
“Tables”, then “Two way tables with measures ofoagstion”. You should see the following box:
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- tabulate? - Two-way tables = || B f]ER ]
Main | byAfin | Weights | Advanced
Row variable: Column variable:
discrim |E| age |E|
Test statistics Cell conterts
Pearson's chisquared Pearson's chi-squared
Fisher's exact test Within-column relative frequencies
Goodman and Kruskals gamma Withinrow relative frequencies
Likelihood-atio chisguared Likelihoodatio chisguared
Kendal's taub Relative frequencies
Cramer’s Expected frequencies
Suppress frequencies
Treat missing values like other values Show cell cortents key
Do not wrap wide tables Suppress value labels
E E | [ oK || Cancel || Submt ||

Since we want to assess whether age, our indepemdeiable, produces different experiences of
discrimination (our dependent variable), place ‘ttiecrim” variable in the “Row” box and the “age”
variable in the “Column” box. Then click “Ok” anyu should see the following output.

-

. Ttabulate discrim age

Ll s

CONGRATULATIONS! You have just created a cross-tabof two categorical variables in STATA!
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This cross-tab indicates the number of experientégscrimination by age group. The table aboxe ¢
also be produced by typing the command below imocommand text box.

STATA COMMAND 3.1:

Code:“tabulate varl var2 where varl is your dependent variable and varpur independent variabl

D

Output produced:Calculates a cross-tab of the specified variables

STATA can also generate frequencies (i.e. perces)agf the data in each cell. Going back to the
“Tabulate two-way table” box, notice there are tbBowing frequency options (boxed in red below):
within-column relative frequencies, within-row ritlee frequencies, and relative frequencies.

P tabulate? - Two-way tables |E| =] |E|‘
Main | by/if/in | Weights | Advanced |
Row variable: Column varable:
discrim |E| age |E|
Test statistics Cell contents
[ Pearson’s chi-squared [| Pearson’s chi-squared
[ Fisher's exact test [] Within-column relative frequencies
[] Goodman and Kruskal's gamma | [ Withinrow relative frequencies |
[ Likelihood-ratio chi-squared [] Likelihood-ratio chi-squared
[ Kendall's taub | [] Relative frequencies |
[] Cramer's W [7] Expected frequencies
[7] Suppress frequencies
[] Treat missing values lilke other values [] Show cell contents key
[T Do not wrap wide tables [7] Suppress value labels
Suppress enumeration log
OK | [ Canesl | [ Submt

Go back to the “Two way tables with measures ofociasion” (accessible via “Statistics” then
“Summaries, tables and tests”, then “Tables”), eliek the “Within-column relative frequency” option
You should see the following output:
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. tabulate discrim age, column

=3
b s

0o . . . 100. 00

CONGRATULATIONS! You have just created a column-frequency cross-tab of two categorical
variables in STATA!

This cross-tab demonstrates the frequency (in p&roé discrimination experiences for each age prou
Among other things, this cross-tab informs us #&67% of survey respondents in the 18-24 age group
experienced discrimination, while 75% of surveypaslents in the 55-64 age group experienced
discrimination. We can also produce similar criags{frequencies by rows, which would show us how
each discrimination experience broke-down by adegoay. Or, we can generate cross-tab frequencies
for the entire sample (this is the relative frequesommand). These frequency tables can also be
produced by typing the commands below into the canurtext box:

STATA COMMAND 3.2:

Code:“tabulate varl var2, columi where varl is your dependent variable and vargdur independent
variable

Output produced:Calculates a cross-tab of the specified varialvigs frequency percentages by
column.

58



STATA COMMAND 3.3:

Code:“tabulate varl var2, roWy where varl is your dependent variable and varur independent
variable

Output produced:Calculates a cross-tab of the specified variabi#s frequency percentages by row.

STATA COMMAND 3.4:

Code:“tabulate varl var2, cel] where varl is your dependent variable and varur independent
variable

Output produced:Calculates a cross-tab of the specified varialids frequency percentages for the
total sample.

As mentioned above, when we generate cross-tabarevgenerally interested in determining whether th
two variables displagontingency (i.e. whether the proportion of disénation experiences vary by age
group) or independencee. whether the proportion of discrimination espaces is relatively similar by

age group and hence there is no association bettieetwo). To assess this, we can rely upon the

Pearson’s Chi-squared statistic, one of the masioon measures of statistical significance. Reltabu
the cross tab using the following command below:

STATA COMMAND 3.5:

Code:“tabulate varl var2, chi2 where varl is your dependent variable and vardur independent
variable

Output produced:Calculates a cross-tab of the specified variahlesg with the Pearson Chi squared
statistic.

After typing “tabulate discrim age, chi2” into tbemmand box, you should be presented with the
following output:
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. tabulate discrim age,

CONGRATULATIONS! You just conducted a Pearson Chf test of independence in STATA!

Notice the Pearson Chstatistic result at the bottom of the table. Tvédue tells us whether the two
variables display contingency or independencehdfstatistic produces a p-value less than 0.180;am
reject the null hypothesis that the two variablepldy independence. In our case, we cannot rdject
null hypothesis. This indicates that there is ancle that these two variables are independent,ingean
that they have no relationship with each otherouf p-value were smaller than 0.100, we couldcteje
(with 90% confidence or higher) that there is ngoagation between the row and column variable.
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Practice Problems:

Practice Problem 1: Generate a generic cross-tabwithout frequencies) of the association of gend
and experiences of discrimination; use gender asirtdependent variable and discrimination as the
independent variable.

Practice Problem 2: Generate a cross-tab of thecias®n of gender and experiences with information
about discrimination frequency by gender (i.e. énder is the independent variable, display relative
frequency by columns)

Practice Problem 3: Assess the likelihood of whethere is a significant associational relationship
between gender and discrimination in the sampde \{ihether a greater proportion of Trinidadian wome
have/may have experienced discrimination than men).
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Lesson 4: Significance Testing

Learning Objective 1: To understand the research ésign of significance testing

Learning Objective 2: To understand how to calcula¢ a test statistic, and use its corresponding p-
value to determine whether to reject/fail-to-rejecta null hypothesis

Learning Objective 3: To understand the constructim of confidence intervals

Learning Objective 4: To understand how to manuallycalculate a t-statistic and p-value from
descriptive statistics calculated in STATA to testhe validity of a null hypothesis

Learning Objective 5: To understand how to conductsignificance testing of a null hypothesis
against a one-tailed and two-tailed alternative hygpthesis in STATA

Learning Objective 6: To be able to calculate confience intervals of means within STATA

In statistics and econometrics, one thing that wdlrealize is that the significance of your resui.e.

the ability for you to reject a hypothesis withedst 90% certainty) isverything. Unless you are testing
a well-established theory on empirical data, pelitgkers/researchers/funding-councils are less
interested in the identification of factors thatla significant influence of a dependent varialdRather
they are more interested in factors that signitigaimpact a dependent variable. A significancst ie a
technique of statistical inference that is use@xamine specific claims about the values of pomnat
parameters from a sample. Such a test provideasaessment of whether it is plausible, given the
evidence (i.e. mean, standard error, sample siziéhlecobserved data, that a population paramete@ha
particular value specified by the researcher.

In this section we are going to focus specificalty significance testing for the values of our saispl
basic parameters, specifically means. In Lessomebwill extend significance testing to differendes
means, one of the preliminary forms of data analysiu will do before you learn regressions. lredat
lessons, we will continuously use significance itgstfor all methods we employ, including linear
regression which estimates the effects of indepen@xplanatory) variables on dependent variables (
the variable to be explained). Significance t@gtiglies upon 5 basic building blocks, each of Wwhi&
discussed below:

1. A null hypothesis (kl of the test), and an alternative hypothesig) (&hainst which klis to be
tested.

A t-statistic to assess the validity of the nulpbthesis

A normal sampling distribution

A corresponding p-value to the t-statistic, whielstus the plausibility of our null hypothesis

A conclusion based upon our p-value on whether tvaulgl reject or not reject the null
hypothesis at a stated significance level

aprwbd
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Null and Alternative Hypotheses:

The null hypothesis is a specific claim about tbhpylation, which we will test from our sample d#tat
is representative of the population. Let's deffiatn hypothesis testing of the mean of our sampe.
null-hypothesis could be any statement about o@mte be tested. For example, say in our sam?® of
British graduate earners we want to test whethemtban earnings in the first 4 years out of colliege
70,000. In this case, we would write our null hyymsis as follows:

Ho: X = 70,000

For hypothesis testing of basic parameters (i.eansethe arbitrary value we pick for the null hypesgis
generally does not matter. However, you will netibat as we cover difference of means testingsgues
5) and regression analysis, we generally selest @ua null hypothesis (i.e. that there is no défeze in
means of two populations/sub-populations or, indage of regression analysis, the independentblaria
has no effect on the dependent variable). Wereilisit this again in Lesson 5 and later when weeco
regression analysis, so don’t worry too much nothig is unclear.

All null hypotheses are tested against an altereakiypothesis. Once you've identified your null
hypothesis, it's relatively simple to state youtembative hypothesis, which basically describes the
scenario that the null hypothesis is not true. hBatur null and alternative hypotheses should eshall
numerical possibilities of what your mean (or ignession analysis, beta coefficient) can equaler@h
are two types of alternative hypotheses: two-sided one-sided. A two-sided alternative hypothesis
states explicitly that your parameter is not eqwalour null value. In other words, relating torou
example above, both hypotheses can be writtenllasvfo

Ho: X = 70,000
Ha: X # 70,000

For a one-sided alternative hypothesis, however,weeld seek to test only if our mean value is
above/below the value stated in our null-hypothedience, let's say we want to set up an altereativ
hypothesis, where we think that British graduate&kenmore than 70,000 in their first four years @it
university, against the null hypothesis that theakenthe equivalent of 70,000 or less (remembel ama
alternative hypotheses should be exhaustive afuatierical possibilities). Our two hypotheses wdutd
written as follows:

Ho: ¥ < 70,000
Ha: ¥ > 70,000

Alternatively, if we wanted to test whether Britighaduates, after four years of work, make lesa tha
70,000 in total, our two hypotheses would be wnits follows:

Ho: X > 70,000
Ha: ¥ < 70,000

63



When we cover differences-in-means and regressialysis, we will predominantly focus on two-sided
alternative hypotheses (i.e. whether the true vedusot equal to zero). We introduce both to you f
reference and will discuss both in the correspan@mATA lab.

Test-Statistics/Normal Sampling Distribution:

The estimator to test the validity of our null hyipesis is our test statistic (also known as ouatistic).
Significant testing relies on the crucial assumptileat the t-statistic is normally distributed. hi'is a
very important assumption, as the t-statistic, bk® distribution, provides a map for when we stioul
reject an arbitrarily selected mean value and wieishould not.

A test-statistic can be calculated as follows:

T —stat:'u;X
SE

Where p is the calculated mean of your sampﬁ, is the arbitrary value specified by your null
hypothesis (note, in our example abox)_é,would be 70,000), and “se” is the calculated staci@rror of

your sample. The t-value measures how many stdrefaors X your predicted mean value, is away
from your sample mean. The farther away the tevaédurom zero (either positive or negative) theager

the likelinood thatX is from the “true” sample mean, and hence the greater the evidence there is
against the null hypothesis.

Larger t-values indicate a greater likelihood gécéng the null hypothesis. Recall from Lessornhat
S

our standard error can be written$3 :«/Fl The influence of the law of large numbéndicates that

as your sample size increases, the denominataswftystat will decrease and hence the entirettvath
increase. Put otherwise, we are likely to obtangér, more precise, t-statistics with larger rathan
smaller sample sizes. Another nice thing abowediarversus smaller sample sizes, is that the &kitic
value which we test our hypothesis (discussed inpualue section below) becomes smaller as our
number of observations increasdence, reiterating the importance of large samialess as our number
of observations increases, the test-statistic Weulzde will increase, and the critical value whialke
compare this against will decrease, increasindikedihood of rejecting our null hypothesis. Thssa
good thing because when we cover regression anawysi difference in means, where our null hypoghesi
will be equal to zero, this means we will be aldgtovide evidence that sample means are diffecent,
in the case of regression analysis, that thergiteeace for some influence of the independent zézian
our dependent variable.

P-values and critical t-values:

You now know how to calculate a t-statistic, bu¢ @robably wondering, “how do | know whether to
reject my null hypothesis or not?”. The calculatiof a t-statistic is useless unless you have tcalri
value with which to compare it against; this is wehetables (pictured in Figure 4.1 below — notice
normal distribution...) and p-values come in. Thatle below is a standard reference for hypothesis
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testing (keep one with you for reference!), angisglou determine the critical t-value which to cemgp
your t-statistic against. For significance testiffgour t-statistic is greater than our criticalwe, we
reject our null hypothesis. If our t-statistic less than our critical value, we fail to reject auill

hypothesis.

In order to determine your critical value in thible below, you need two pieces of informationydgr
degrees of freedom (listed in the first column)jaliis your sample size minus the number of pararaet
we wish toestimate (since we are only doing a means testealmu number of parameters is only 1;
hence for our 20 student example sample, our degrfefeeedom would be 20-1=19), and; 2) the le¥el o
confidence you want to test your hypothesis agauasich is listed in the final row of the table bel
(these confidence intervals are for two-tailedralitive hypothesis tests). Higher levels of cosrfice
(i.e. those nearer to 100%) reduce your probabhilitfalsely rejecting a null hypothesis when it nizy
true. As arule of thumb in econometrics, you $thoeverchoose critical values for confidence intervals
below 90%.

Using our example of the mean test of British gedds’ total earnings four years out of school, b@ir
degrees of freedom indicate that we would needstatistic of 1.729 or higher to reject our null
hypothesis that average total earnings are 70,00090% confidence. Similarly, we need a t-statisf
2.093 to reject our null hypothesis with 95% coefide and a t-statistic of 2.861 to reject our null
hypothesis with a 99% confidence level. Noticd thaorder to increase confidence in rejecting ol
hypothesis, we require a larger critical-value tonpare our t-statistic against. This is why larger
statistics (which are more likely with larger sagg)lare so beneficial — they enhance the confidence
which we can reject our null hypothesis! Anothaportant discovery you may have noticed with the t-
table below is what happens to our critical valaesour sample size (and hence degrees of freedom)
increases: the critical-values decrease. As meedidoefore, larger sample sizes are beneficiatwor
reasons in hypothesis testing; they increase etatistic, and they decrease our critical valueche
enhancing our ability to reject our null hypothesis

P-values, the probability of rejecting a null hylpedis in a sample when in fact it is true withie th
population, are automatically tied to your confiderinterval. One way to think about a p-value &t ih

is the difference between 100% and your confident&val. If we produce a t-statistic that perfgct
aligns with a 90% critical value, our p-value wotde 0.100. If we produced a t-statistic that pethje
aligns with a 97% critical value, our p-value woblel 0.03. Since p-values are essentially the sevef
confidence levels, we want to produce a test-siatishose comparison against a critical value will
produce a low p-value (i.e. a p-value less thai. OLbwer p-values imply that there is strong evice
against the null hypothesis. P-values have their tables, but generally require tedious convession
order to be absolutely precise. Consequently, ilealy heavily on STATA to compute p-values fas.u
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Figure 4.1 T-table critical values

TABLE B: +-DISTRIBUTION CRITICAL VALUES

Tail probability p

af | 25 20 15 10 05 s 02 o1 oos 0035 o0l L0005

1| 1000 1376 1963 3078 6314 1271 1589 3182 6366 1273 3133 6366

21 816 LOD61 1386 1386 2920 4303 4849 5565 9925 1400 2233 316D

3| .765 978 1250 1638 2353 3182 3482 4541 5841 7453 1021 1292

4] 741 941 119D 1533 2032 2976 2999 3747 4604 0 5598 7073 B6LD

5| 727 920 1156 L4768 2015 2571 2757 3365 4032 4773 5893 6.869

6| 718 906 1134 1440 1.043 2447 2612 3143 3707 4317, 5208 5959

7 711 &6 1119 1415 1895 2365 2517 2998 3499 4029 4785 5.408

8| 06 .89 L10B 1397 1.B60. 2306 2449 2896 3355 3833 4501 5041

9| 705 833 1100 1383 1.B33 2262 2398 2821 33250 3690 4297 4781

10| 00 870 1093 1372 1812 2228 2359 2764 3169 3581 4144 4587
11} 697 876 1088 1363 1796 2201 2328 2718 306 3497 4025 4437
12| 695 873 1083 1356 1782 2379 2303 2681 3055 3428 3930 4318
13 694 870 1079 1350 1771 2160 2382 . 2650 30120 3372 3852 4221
14| .692 868 1076 1.345 LT61 2145 2284 2624 2977 3326 3787 4140

15| 691 866 1074 1341 L7F3 2131 2249 26027 2947 3286 3733 4073
16 | 690 865  LOTL 1337 L1746 2,120 2235 2583 2921 3252 3686 4015
17| 689 863 1069 1333 L1740 2110 2224 2567 2893 3222 3646 3965
18| 688 862 LD67 1330 1734 2001 2214 2552 2678 3197 3611 3922

19| .688 861 LDAE 1328 1729 2003 2205 2539 2861 3174 3579 3.883
20| 687 860 1064 1325 1725 2086 2197 2528 2845 3153 3552 3890
21| 686 859 1063 1323 1721 2080 2189 2518 2831, 3135 3527 3819
22| 686  B5B 1061 1321 LTI 2074 2183 2508 2819 3119 3505 3792
23| 685 RSB L0600 1319 1714 2069 2177 2500 2807 3104 3485 3768
24 |- 685 857 1059 1318 LTIl 2064 21727 2492 2797 3091 3467, 3745
25 | 684 BS6 1058 1316 1708 2060 2167 2485 2787 3.078 3450 3725
26| 684 856 1058 1315 1706 2056 2162 2479 2779 3067 3435 1707
27| 684  .B55 1057 1314 L703 2052 2158 2473 2771 3057 3421 3.690
23 | 683 855 1056 1313 LU0L 2048 2154 24T 2763 3047 3408 3674
9| 683 854 1055 1311 1699 2045 2150 2462 2756 3038 3396 3650
30| 683 BS54 1055 1310 1697 2042 2147 2457 2750 3030 3385 1646
40| 681 851 L.0S0 1303 L6844 2021 2123 2423 2704 2971 3307 3551
30| 679 B4% LO4T 1299 1676 2008 2109 2403 2678 2937 3261 3496
60| 679 848  1.M5 1329 1471 2000 2009 2390 2660 2915 3232 1460
80 | 678 B46 1043 1292 1664 1900 2088 2374 2639 2887 1185 3416
100 | 677 845 1042 1250 1660 1984 2031 2364 2626  ZBT1 3174 3390
1000 | 675 842 1037 1232 1546 1962 2046 2330 2531 2813 3.008 3300
e | 674 841 1036 1282 1645 1960 2054 2336 2576 L807 3091 37291

0% 0% 0% B0% 0% 95%  96% 98% 99%  G95%  99.8%  99.9%

Cenfidesce level
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Conclusion:

After you have calculated your t-statistic, and paned it against its critical value within the stard t-
table, you are ready to make a conclusion about goll hypothesis. You should always mention your
confidence level/p-value with your conclusions,oiler to give readers an idea of gignificance of
your results Mentioned above, if you produce a high t-statishiat exceeds your critical value on a
90%/95%/99% confidence level, you can conclude ‘it null hypothesis of British graduates earning,
on average, 70,000 in their first four years outafege can be rejected with 90%/95%/99% confid&nc
Likewise, if your t-statistic is less than the 9@%ttical value, you should state “the null hypotisesf
British graduates earning, on average, 70,000 éir first four years out of college cannot be regelc
with over 90% confidence”. Notice, that in the €as the latter, we do not automatically acceptrtbi
hypothesis. Statisticians and econometriciansrarg careful in their language with hypothesisitegt
especially when it is conducted on samples whici hadd bias (refer to Lesson 1). Such bias - bept
factors such as sample size - may influence thabity of your conclusions, and therefore in terof
reporting you should report on the side of cautiand avoid the outright acceptance of your null
hypothesis.

An alternative means for reporting the results diva-sided statistical test is the use of configenc
intervals. Recall from our second STATA lab whea walculated the mean of our variables via the
“mean” command, we were already presented with (86f6) confidence intervals. If you conduct
statistical testing on your mean/parameters withfidence intervals, a null hypothesis would bectgd

if and onlyif it lies outside a corresponding confidence imaékr In order to calculate a confidence
interval, you need 3 pieces of information: 1) ysample mean (not the arbitrary value which out nul
hypothesis is based); 2) your sample standard éreoryour standard deviation divided by the squar
root of your sample size), and; 3) the criticahtue of your desired confidence level (either 99%% or
99%). The formula to calculate a confidence iraéry as follows:

Cl = p T tepiricas ¥ 5€

In the case of our 20-observation sample of Britishduates, our sample mean is 87,776.74 and our
standard error is 8555.37. Constructing a 95%idente interval (from Figure 4.1, with 19 degreés o
freedom, our critical value would be 2.093), we Wotonstruct the following interval:

87,776.74 £+ (2.093)*(8555.379)
87,776.74 £ 17,906.41
Confidence Interval: (69,870.33, 105,683.10)

Because our 70,000 value lies within this configemterval, we would fail to reject the null hypetis

that our mean is equal to 70,000 with 95% confidencThe reason why we fail to reject is because th
range of confidence interval assigns the possibdit a possible population mean of 70,000. In the
STATA lab below, you will further test this hypothie using a large and small sample from respondents
of the US World Values Survey.
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STATA LAB (LESSON 4):

For this exercise, we will rely upon two datasetsrf the US World Values Survey (WVS): one with 49
observations, and one with 999 observations. @petWVS” Excel dataset. This particular survey was
conducted between 2005 and 2006, where Americame veedomly sampled and asked about their
values and beliefs. The datasets you see aredeised version, with the following variables:

1. The gender of the respondent; 1 for male, 2 foralem

2. The age of the respondent

3. The recorded “happiness” level of the respondeatheespondent was asked to rank their level
of happiness on the following ordinal scale: 1*fary happy”; 2 for “rather happy”; 3 for “Not
very happy”; and 4 for “Not at all happy”

4. The recorded “health” level of the respondent; easpondent was asked to self-assess their state
of health on an ordinal scale: 1 for “very goodfp2 “good”, 3 for “fair” and 4 for “poor”

5. Whether the individual is an active member of asporecreational organization: 2 for “active
member”, 1 for “inactive member” and O for “don&long”

6. Whether the individual is an active member of anrausic or educational organization: 2 for
“active member”, 1 for “inactive member” and O fdon’t belong”

7. How often the respondent uses the computer, asseasan ordinal scale: 1 for “never”, 2 for
“occasionally”, 3 for “frequently”, and 4 for “dobknow what a computer is”

Upload both datasets from Excel into STATA (via topy/paste method you used in Lesson 2). Before
we move to significance testing, we are going t@isé our lessons on cross-tabs/contingency tates
the influence of sample sizes on significance nigstil want you to construct a contingency tablethan
influence of participation in a sports club on répd health levels for both datasets (n=49 and 8599
presenting column frequency levels. Remember stngdjuish your independent variable (in this case,
participation in a sports club — which will be yatolumn variable) and your dependent variableHia t
case, reported health-status — which will be yamw wariable). Use the “tabulate depvar indepvar,
column” learned in Lesson 2 on the n=49 datasetou ¥hould be presented with the following
contingency table:
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. tabulate health sportsorgmember, column

=

Type | Format
ayte  9%8.0g
ayte  9%8.0g
ayte  9%8.0g
oyte  %8.0g a 16 6
oyte %6809 100,00 100. 00 100. 00
oyte  98.0g
ayte  9%8.0g
ayte  9%8.0g

Notice that for individuals that are inactive anctide members, there appears to be slightly better
reported health status, either 1 for “very goodaltteor 2 for “good” health, than for individualdww do

not belong to sports organizations; of these intigls only 25% report either a health status ofed’;,

or 4, “poor”. We learned in Lesson 3 that in orttetest whether there was contingency in categorie
between our dependent and independent variable whether the reported health status varies by
participation in a sports organization) or indepamek (i.e. whether the reported health statuslasive
constant across all types of participation in artsporganization), we relied upon a Pearson’s @Qbased
statistic. A Pearson Chi-squared statistic is lamoimethod of significance testing to the t-statist
method, which tests the null hypothesis of whethere is independence between cross-tab categories.
Let’'s employ this method again for our 49 obsepratiataset to determine whether there is contingenc
between our dependent and independent variable. pe Tyjn the command “tabulate health
sportsorgmember, column chi2” that you learned ft@asson 3. You should see the following screen:
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tabulate health sportsorgmember, column chi2

Format
%:8.0g
%8.0g
‘?-'::S.Ug & 7
%8.0g 100. 00 100. 00 100. 00
%8.0g
%8.0g earson chi2(e) = 10.4509 Pr
%8.0g
%8.0g

While the Chi-squared statistic appears quite lartgeassociated critical values are much larganth
associated critical values from t-statistics thai yitnessed in Figure 4.Note that the corresponding p-
value, just to the right of the reported Chi-sgdastatistic, is just above 0.100. This meansuhaer the
Pearson Chi-squared test, you cannot reject tHehppbthesis with at least 90% confidence thateher
independence (i.e. no association) between thevanables.

Let’'s now shift analysis to our larger dataset @9 Calculate the same cross-tab/contingency tabl
producing column frequencies and specify that yooulds like to test for independence between
participation in a sports organization and repottedith status via the Pearson Chi-squared statistse
the following command: “tabulate health sportsorgrher, column chi2”. You should see the following
output screen:
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. Ttabulate health sportsorgmember, column chi2

=
mhber
Ae 71 B4 10
100, 00 100, 00 100, 00 100, 00
xmber

22,0281 Pr = 0.001

Notice, again, that before looking at the PearsbirsGuared statistic, it appears that individuatovare
either inactive or active in sports organizatioppear to report lower levels of low health (i.elues of 3
“fair” or 4 “poor”). Shifting focus to the Pears@hi-Squared test statistic, what do you noticeualis
significance? From its corresponding p-value (0)0®e can reject the null hypothesis of independenc
between categories with over 99% confidence! Moiicparticular, what a larger sample size diduo o
significance testing; as mentioned above, it predua larger test statistic, and hence increased our
certainty in rejecting the null hypothesis. Largample sizes, in other words, produce larger test-
statistics which can be compared against smaligcairvalues, increasing our confidence precision.

Let’'s now apply our analysis for means testing @&vimvboth datasets. Let's say, for both of ouasktis,
we want to test whether individuals have a mearpim&gs of “not very happy” (i.e. a happiness vaitie
3). Therefore our null hypothesis and alternaltiypothesis would be the following:

Before we discover the command for conducting teSteeans in STATA, | want you to calculate our t-
statistic manually within both datasets, and repunether we can reject or fail to reject the null
hypothesis. Recall from above the three thingsneed for a t-test are our arbitrary hypothesisrgst
value (in our case 3), the mean of our sample,thadstandard error of our sample. To calculate the
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mean/standard error, we can use the “mean” commfiebdve learned in Lesson 2. Calculate both fer th
large and small dataset. You should see the follgwindows:

For the small dataset:

. mean happines:

Mean estimation

happiness 7 . 2 1.509615 2.000589

. mean happiness
Mean estimation
nhber

Ae...
smber 1.676028 . 0230668

Notice, from Lesson 2, that the standard errorusflarger dataset is smaller than that of our soethset
(review lesson 2 and the definition of standar@msrif this is unclear to you). Calculating thstatistic
for the small and large dataset manually, you shobtain:

Small dataset:
T-statistic: (1.755102 - 3)/0.1220942 = -10.196
Large dataset:

T-statistic: (1.676028 - 3)/0.0230668 = -57.397

Comparing these t-statistics to their relativeieaitvalues in Figure 4.1 (the first against aicait value
with 48 degrees of freedom [df = n-p = 49-1], teeand against 998 degrees of freedom [df = n-p%= 99
1]), both are so significantly high in absolutenterthat we can reject the null hypothesis @nagrage
happiness is “not very happy” with over 99.9% cdafice. Notice too, that the larger dataset has a
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significantly larger t-statistic in absolute terthan the smaller one. Again, this is no coincidenarger
sample sizes have smaller standard errors (see.@3snd hence should have larger t-statistics.

Let's now ask STATA to conduct a test of meangjrigghat our average level of happiness is eqaival

to 3. Starting with the small dataset first, clmk “Statistics”, then “Summaries, Tables and Tesisd
then “Classic Tests of Hypotheses” and then “Onmaa Mean Comparison Test”. You should see the
following box:

ttest - Mean-comparison test = || =) ER
Main | by/ifin
Warable name: Hypothesized mean:

= Confidence level

@ Q) E [ oK || Cameel || Submt |

In the “Variable name” tab, specify which varialblbose mean you wish to test (in our case, you would
select “happiness”). In the “Hypothesized mear®, tapecify what value you wish to test the mean
against (in our case, this would be 3). Noticd fau can manipulate the level of confidence in the
“Confidence interval” tab, which we will cover lateve will keep it at 95%, but you can lower this t
90% or raise it to 99/99.9% for the presentatioraifidence intervals. Click “ok” and you shoukks
the following output:

nat
Ig 1a 5 49 .7 ) o . 854659 1.509615 2. 000589
g
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J o: 3 degrees dpm 48
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Notice that in the highlighted yellow box, the sasatistic as you calculated above emerges.
CONGRATULATIONS! You have just conducted a meansést in STATA!

You may notice, however, that rather than testingrall hypothesis against one alternative hypashes
(mean does not equal 3 —in STATA the “I" symbolame “does not”), the program has presented us with
three alternative hypotheses. These hypothesesaate@o-tailed# alternative hypothesis, which is
presented in the middle, and two one-tailed alterednypotheses, > and < which are presented bereit
side of the two-tailed hypothesis. The p-valueg 8TATA presents under these hypotheses correspond
to the original null hypothesis! Hence, regarding first alternative hypothesis, the means teained
as follows:

Ho: E: 3

HA: <3

And the corresponding p-value against the null tiygsis is Pr(T < t)=0.000. Hence, for this t-tes,
can reject the null hypothesis that the mean edhat®, against the alternative hypothesis thatrtean
is less than three. Now, compare the other oredsiternative hypothesis at the right of the otitpu

In this case, STATA has given us a correspondinglpe of 1.000, which is significantly higher thamr
baseline value of 0.1, against the null hypothesisis is not to say that the null hypothesis esgjtialee is
validated! This is to say that we fail to rejdo¢ thull hypothesis against the alternative hypashehich
asserts that the sample mean is greater than RicuPar care must be assigned to the interprataio
your null hypothesis against your alternative hjpgsis. Generally, for two-tailed alternative hypestes,
this is much easier to do; the null is rejecte8THATA produces a probability which is 0.100 or |essd
we falil to reject the null if STATA produces a padtility that is above 0.100).

STATA COMMAND 4.1:

Code:“ttest varl == #, level(95)where varl is the variable of interest, # is ¥a&ie which you wish to
test the mean of varl against, and level(95) isitpaificance level you wish to test.

Output produced:Calculates a mean test for the specified variable

Let's now run the “ttest” command for the largetad®t. This time, type the following command itite
command box: “ttest happiness == 3, level(95)".ubould see the following output:
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. ttest happiness ==3,

Pl One-sample t test

obs Mearn

Q97 1.6760028 . 0230068
er m mean(happiness)

ser a: mean < 3
i 0. 0000

Notice again, highlighted in the yellow box, thaiuyare presented with the same t-statistic that we
calculated above! Also, notice, similarly to theadl dataset, STATA presents you with three possibl
alternative hypotheses for which to test the ngdiast: H: < 3, Hi: # 3, and H: > 3. As was the case
above, the corresponding p-value for the first talternative hypotheses (H< 3, Hi: # 3) are
significantly low (i.e. less than 0.100) so that @@ reject our null hypothesis against theseradteres.
However, our corresponding p-value for the thitgrlative hypothesis (#4> 3) is so significantly high,
that we must fail to reject our null hypothesisiagathe alternative.

One very nice feature about STATA is that it alsdcalates means tests for subgroups within your
sample; for example, say we want to conduct a messtghat reported health is on average “very g§ood
(value of 1) by gender. Specifically, we want tettthe following null/hypothesis for men and women
separately within our sample:

Starting with the small dataset, go back to thatiStics” tab and click “Summaries, Tables and Fest
and then “Classic Tests of Hypotheses” and there“Sample Mean Comparison Test”. You should see
the box you did above. Enter “health” in for thariable, 1 for the mean value, but then click oa th
“byl/if/in” tab. You should see the following box:
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- ttest - Mean-comparison test = =S
Main | by/f/n

| Repeat command by groups

Warables that define groups:

gender |z|

Restrict observations

ff: (Expression)

Use a range of observations

E |E| | [ 0K | [ Cancel || Submit |

Click on the “Repeat commands by groups” and spenitthe “Variables that define groups” box that
you want to repeat the test of means by gendack GDk”. You should see the following output:

by gender, sort : ttest health =

> gender =

Interval]

2.136408

1> 1

) = b.DDDD

degrees of fr

< : I -~ 1
1.0000 o ) ( o ) 0. 0000

CONGRATULATIONS! You have just conducted a meansést for sub-groups in STATA!
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Notice that for both men (gender = 1) and womemdge =2) we obtain a high t-statistic so we caaatej
our null hypothesis against our two-tailed alteneatypothesis with high confidence (i.e. above $9%
the corresponding p-value associated with theiaugignificantly less than 0.100. Also notice,tttiave
specify that our one-tailed alternative hypothésithat the mean is less than oneq:(1), we obtain a
resoundingly high p-value (1.000) for both men amenen, which means we are unable to reject our null
hypothesis that our mean is equal to one againslt@emative hypothesis that it is less than 1.

STATA COMMAND 4.2:

Code:"by var2, sort : ttest varl =="#here varl is the variable of interest, # is tladue which you wish
to test the mean of varl against, and var2 isubegsoup category you wish to conduct means tests f

Output produced:Calculates a mean test for the specified varjddylespecified sub-group.

Throughout this lab, you may have noticed that ¢bafidence intervals of all our means tests are
automatically produced within our t-test tablesec&l from above, that the manual computation of a
confidence interval relies upon 3 pieces of infaiiora 1) sample mean, 2) sample standard error, Z)nd
the critical t-value of your desired confidencedeyeither 90%, 95% or 99%). Focusing on average
reported health status, let's manually calculaté&% confidence interval for our large dataset.iniys
the “mean” command from Lesson 2, calculate themae®l the standard error of reported health. You
should see the following output:

mean health

JEr

iber ealth 0233821 1.9541186 2.045884

Notice that STATA automatically produces the 95%ftence interval; | have specified however, a 90%
CIl' This means you will have to compute it mamyallAlso notice that STATA only records 998
observations of 999 — this is because one of ogemitions is lacking a health response and thais th
entire observation is dropped from the analysi@ne thing you will learn quickly in STATA is that
whenever you run a statistical test, your obsesmatimust have values for all variables which are
included in the test; if it does not, the obsevativill automatically be dropped.

Taking our critical value first, because our degrekfreedom (df = n-p = 998-1 = 997) is close agioto
1000, we will select 1.646 for our critical t-stetlue from Figure 4.1 above. This means our cenioe
interval can be assembled as follows:

Confidence Interval = 2 + 1.646*(0.0233823)
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Confidence Interval = 2 £ 0.03849
Confidence Interval: (1.96151, 2.03849)

Now, let's have STATA compute the confidence inéref our mean. Type in the command for
calculating the mean, but at the end, specify fltat want a 90% confidence level: “mean health,
level(90)”. You should see the following output:

. mean health, level(90)

Mean estimation

er

DEr =¥ 0233827 1.961504 2.03B4986

CONGRATULATIONS! You have just calculated a confidence interval of a mean in STATA!

Notice that our 90% confidence interval is identitta the one we calculated above, with the slight
rounding differences. Confidence intervals prowatiealternative form of significance testing forans,
because they provide us with a range which our paplation mean should lie. In other words, & th
projected mean value lies outside this range, weregect with 90%/95%/99% confidence that our mean
is equal to it.

STATA COMMAND 4.3:

Code: “mean varl, level(XWwhere varl is the variable of interest, and X he tdesired confidenc
interval which you want to calculate (i.e. 90, 998, never select a value less than)90

D

Output produced:Calculates the confidence interval of specifiezhm

Like t-statistics, confidence intervals will be dham (i.e. more accurate) for larger datasets, beea
larger datasets have smaller standard errors. Akeak, calculate the 90% confidence interval for
reported health in our 49 observation sample. ¥wuld see the following output:

78



at . mean health, lewvel(90)

Mean estimation Number of obs

2.102041 . DBEG64

Notice that though our mean is slightly higher dor smaller sample, the 90% confidence level igdar
than that for our 999 observational sample. Agtirs is due to the fact that our larger sample das
smaller standard error.
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Practice Problems:

Practice Problem 1: Open the two data WVS files floau used in the STATA lab. Create a cross-tab
which presents the frequency reported happinessisldwy participation in an arts/music/educational
organization (make sure to differentiate between dbpendent/row and independent/column variable).
Conduct a Pearson test of independence betweenineappand arts/music/educational program
participation for both datasets. What conclusicens you offer for the small versus large dataset?

Practice Problem 2: Create a cross-tab which ptedba frequency of reported health levels by gende
(make sure to differentiate between the dependsmténd independent/column variable). Conduct a
hypothesis test of independence between healtlyamder for both datasets. Can you confidentlycteje
the null hypothesis of independence for the smathset? For the large dataset? Is the Chi-squared
statistic larger for one dataset over the other?

Practice Problem 3: Establish a null and altereatiypothesis to test whether the average happleesis

for both the small and the large dataset is equdl (i.e. “rather happy”). Do this via two way#st
calculate the t-statistic for both datasets magpudly obtaining the mean and standard errors af bot
populations. Second, run a t-test in STATA forhbgtoups, specifying a comparison mean value of 2.
Do your t-statistics match-up between the manwslaad the result in STATA. What can you conclude
for the small and large sample, regarding the mgplothesis?

Practice Problem 4: Repeat Lab Practice Problem Bath datasets, but specify that you wish to run a
test of (happiness) means (equal to 2, or “ratlepi’) by gender. Compare your test of means tesul
for women only between the large and small datas&€an you reject the null hypothesis of women
having an average happiness level equal to “rdthppy” against an alternative hypothesis of women
having an average happiness level that is higher thather happy” (i.e. closer to 1, “very happyf,
Ha:< 2) for both samples?

Practice Problem 5: Calculate the 95% and 99% denfie interval for reported happiness levels within
the large and small datasets. Construct them niigirfirat, as was done above, and then compute them
via STATA. What do you notice about the confidetese| interval for the smaller versus large sarfple

Practice Problem 6: Calculate the 99% confidenterval for the mean of reported use of computers by
gender for both samples (note, you can do thished'ttest” command or the “mean” command, but you
must specify that you are calculating the meartHerseparate subgroups). How does the CI of women
compared to men in the small sample? How doe€tled women compare between the large and small
sample?
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Lesson 5: Difference-in-Means Testing (for Indeparidsroups)

Learning Objective 1. To understand the research dsign of testing whether the variable mean of
two independent groups are equal

Learning Objective 2: To understand how to calcula¢ a test statistic, and, using its corresponding
p-value, to determine whether to reject/fail-to-repct a null hypothesis that the variable mean of two
groups are equivalent.

Learning Objective 3: Manually calculating a t-staistic and p-value for a difference-in-means test
from descriptive statistics calculated in STATA.

Learning Objective 4: Conducting a difference-in-mans test in STATA

From the last lesson, you learned how to test vandtie value of a variable’s mean was equivalent to
some arbitrary value. While this can be a helgfgrcise, you will discover when you conduct your
research that it is much more useful to comparevédiiable mean of two groups, rather than to tfesirt
specific values. The difference-in-means test fitts¢ important test of statistical inference yail be
exposed to in this manual, enables you to determinether the mean of the same variable for two
independent groups (groups that are mutually eka@usay, men and women, old and young, high and
low income, etc.), are statistically different. rFmany of you, difference-in-means testing will &e
central test for comparing outcomes for groupsonryMPP essay.

Conducting a difference-in-means test relies ndy on the means of two groups. It also requires th
testing of whether the differences between theseviaues are significant. Hence, difference-in-nsea
test require all four steps for hypothesis testihgt we discussed in the previous lesson; 1.) the
establishment of a null and alternative hypotheaisthe calculation of a test statistic; 3.) tloenparison

of this statistic to some critical value, and itsresponding p-value, and; 4.) a conclusion baged the
value of the t-statistic relative to the criticahtsstic. To give you an empirical example of how
comparisons of means alone can be misleading, demtiie evidence presented in below. In Table 5.1,
hypothetical examination results from two independgroups of students — 17 individual that took a
course from a campus module, and 19 individualsttiak the course via a distance e-learning module
are presented. Considering their means alonepias that the campus-based students have pedfiorme
better than their distance-learning counter-parésnpus-based students scored an average 68.71% on
their exams, while distance-learning students stame average of 64.53%. However, you being the
bright statistics students you are, know that oteotto test whether means are comparable, a signde
test, along the lines of that learned in lessomdst be established. We will go through each wtitip

the data below.
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Table 5.1: Examination Results of Campus-Basedast&nce-Learning Students

Mean Test Mean Test
Student Number Score Student Number Score

Campus Based 1 65 Distance Based 1 53
Campus Based 2 87 Distance Based 2 67
Campus Based 3 54 Distance Based 3 63
Campus Based 4 82 Distance Based 4 57
Campus Based 5 81 Distance Based 5 69
Campus Based 6 70 Distance Based 6 67
Campus Based 7 76 Distance Based 7 50
Campus Based 8 65 Distance Based 8 74
Campus Based 9 76 Distance Based 9 79
Campus Based 10 68 Distance Based 10 66
Campus Based 11 63 Distance Based 11 68
Campus Based 12 69 Distance Based 12 53
Campus Based 13 58 Distance Based 13 70
Campus Based 14 67 Distance Based 14 82
Campus Based 15 68 Distance Based 1% 61
Campus Based 16 Sl Distance Based 16 73
Campus Based 17 68 Distance Based 17 48
MEAN 68.7059 | Distance Based 18 71
VARIANCE 92.4706 Distance Based 19 55

MEAN 64.5263

VARIANCE 94.8187

Step 1: Establishment of the null (and alternativg)othesis

Whenever we conduct a difference-in-means testhdtiehypothesis should always be that the diffeeen
between the two values is zero. Establishing atéwed alternative hypothesis (that one mean is
larger/smaller than the other), this produces diiewing hypotheses:

Ho:ﬁ-ﬁzo
HA:E'}E#O

whereX 1is the mean of the first group ai@ is the mean of the second group. In our exarmptere,

we interpret our null hypothesis as the scenariereltaverage test scores between campus-based and
distance-based students are relatively similarr &ternative hypothesis is that these two scoresat
similar.
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Step 2: Calculation of a test statistic

After establishing the null hypothesis above, yeedto calculate the t-statistic. From Lessonot y
learned that the equation for a t-statistic waseHewing:
-X
T—stat:’u—
S¢€

T-statistics for difference-in-means tests arehslgdifferent because you are examining two défer
samples, which may vary by size (and hence sothdldenominators of the t-statistic, their standard
errors). The formula for a difference-in-meang statistic can be written as follows:

X1-X2

T —stat= = =
g ag
)
1 2
X1- X 2is our difference in means for group 1 (call this oampus-based group) and group 2 (call this

our distance based group@:{l2 is the variance (or the squared value of the sta@hdeviation) of group 1
(campus-based group — which from Table 5.1 we se€2.4706) andn, is the number of

observations/individuals within the group (in oase, 17). Likewisea22 is the variance (or the squared

value of the standard deviation) of group 2 (distalearning group — which from Table 5.1 we see is
94.8187) andn, is the number of observations/individuals withive tgroup (in our case, 19). Given

these values, if we wanted to calculate the diffeeein-means test statistic from our sample aboee,
would obtain the following:

68.7059- 64.5263

TS 06 948187
L 9%
\/( 17 I+ 19 )
— 41796
/(54399 + (4.9909
T cge 21796
3.220¢

T —stat=1.2942

Given our descriptive statistics, the t-statistamfi our campus-based/distance-learning averagectadt
comparison is 1.2942. As we did with the previasson, we compare this against a critical t-vahue

our next step.
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Step 3: Comparison of the t-statistic against dical value

In the previous lesson, if we wanted to find aicaitt-value, we needed two pieces of informatithe
confidence level for which we wish to report (whigtould never be below 90%) and degrees of freedom,
our number of observations minus our parametersith \difference of means tests, the degrees of
freedom is the sum of the degrees of freedom froth groups. In the case above, if we are examining
only the mean for both groups, we can calculateedeyof freedom as:

df, + df, = (17-1) + (19-1) = 34

Applying this to our critical value, go back to thstatistic table in Figure 4.1 (in lesson 4). deén 34
degrees of freedom (between 30 and 40), our 90%dewrce critical value is just under 1.697, our 95%
confidence critical value is just under 2.042, aod 99% confidence critical value is just under5p.7
We will use these three critical values to compmnet-statistic above in our conclusions.

Step 4: Conclusions

From our two samples of campus-based and distar@eadrs above, we have calculated our t-statistic
(t=1.2942), and established three reference vdlrewhich to compare it against. Even in our most
generous case (90% confidence), we find that @fatistic is smaller than our critical value (1.597
Given such results, we fail to reject the null hyygsis that there are significant differences iarage
test scores between the two groups. We cannolummevith over 90% confidence (and hence having
less than a 0.100 chance of falsely rejecting & mudothesis that is true) that the campus basedpgr
performed better on the exam than the distanceilegagroup.

Notice that the conclusions reached from conductireg four-step significance test for difference-in-
means (that both means were not significantly tBfi) was contrary to a mere means comparison (that
both means were different). Whenever you wishamgare means between two groups, you must do so
via the above four-step process; you have to factothe variance (spread) of your data for both
independent groups, as different means may meeehetective of large spread between the data withi
groups (i.e. one may have an extreme outlier, whidses its mean), rather than a “true” mean
difference.
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STATA LAB (LESSON 5):

For this exercise, we will rely upon datasets friiv@ US World Values Survey (WVS), except we will
only utilize the small dataset with 49 observatigysu will be asked to run the same commands in the
larger dataset for the practice problems). Rehbatlthe datasets consists of the following vaesabl

1. The gender of the respondent;1 for male, 2 for fema

2. The age of the respondent

3. The recorded “happiness” level of the respondamthaespondent was asked to rank their level
of happiness on the following ordinal scale: 1‘fary happy”; 2 for “rather happy”; 3 for “Not
very happy”; and 4 for “Not at all happy”

4. The recorded “health” level of the respondent; easpondent was asked to self-assess their state
of health on an ordinal scale: 1 for “very goodfp2 “good”, 3 for “fair” and 4 for “poor”

5. Whether the individual is an active member of arsporecreational organization: 2 for “active
member”, 1 for “inactive member” and O for “don&long”

6. Whether the individual is an active member of an r@usic or educational organization: 2 for
“active member”, 1 for “inactive member” and 0 fdon’t belong”

7. How often the respondent uses the computer, assessan ordinal scale: 1 for “never”, 2 for
“occasionally”, 3 for “frequently”, and 4 for “dobknow what a computer is”

Upload the small dataset from Excel into STATA (tha copy/paste method you used in Lesson 2). We
are going to run a number of difference-in-meaissst®y group, but before we learn the command in
STATA, you will learn how to manually compute diféce-in-means test statistics. Let'’s first conduc
difference in means test on reported health ldwglgender. In other words, we want to test whethen
report level of health that is roughly equivalemtwhat women report. Follow the four steps abave i
order to test this hypothesis:

Step 1: Establishment of the null (and alternativg)othesis

We want to test whether the mean health value of isiequivalent to that of women. Hence, our null
and two-tailed alternative hypothesis can be writte follows:

Hoii}l-iFZO
HA:EM‘EF#O

Step 2: Calculate the t-statistic

From our difference-in-means t-statistic above, veed three pieces of information from both of our
samples; the sample mean, the sample variancéafwiasd deviation), and the number of observations
within each sample. Recall from Lesson 2, that'&wemmarize” command provides us with the standard
deviation, mean, number of observations for a $igecivariable. One thing that was not mentioned is
that you can also calculate these variable desgigtatistics by groups. Click on “Statistics”the top
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tool bar, then “Summaries, Tables and Tests”, tf&ummary and Descriptive Statistics”, and then
“Summary Statistics”. You should see the followhax:

I
(T
&4

=] summarize - Summary statistics

Main W byifin | Weights

Yariables: (eave empty for all varables)

health [=]

Examples: yr all varables starting with "yr"

wz-abc all varables between xyz and abc

Options

@ Standard display

(™) Display additional statistics

() Mo display; just calculate mean
[ Use variable's display format

5+ | Separator line every N varables (set 0 for none)

[ 0K J[ Cancel |[ Submt ||

This box may look familiar from Lesson 2, when waed it to calculate sample statistics. Enter ‘théal
into the “Variables” box, but before you click “Qkélick on the “by/if/in” tab highlighted in redYou
should see the following:
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summarize - Sumrnary statistics o || = || EE

Main | by/fAn | Weights

| Repeat command by groups

Variables that define groups:

gender |E|

Restrict observations

Iif: {expression)
| Create.. |

|z a range of observations

E E | [ OK | [ Cancel || Submit |

Click on the “Repeat command by groups” box, aret#p that you want to calculate summary statistics
for the health variable by “gender”. Click “OKYou should see the following output:

by gender, sort : summarize health

CONGRATULATIONS! You've just computed sample statistics by groups in STATA.

This command is very helpful for listing summargtitics, as you do not have to sort through yaita d
in order to divide your sample by groups. Alsads tommand provides you with all the data you rfeed
the calculation of the difference-in-means tediste.
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STATA COMMAND 5.1:

Code:“by groupvar, sort : summarize vatlwhere varl is the variable of interest and grargs the
grouping category which you wish generate your sangrstatistics by.

Output produced:Calculates the summary statistics for the sptifiariable by the specified group
variable.

Taking men (gender variable 1) a6l and women (gender variable 2) %s2 we can compose our t-
statistic as follows

X1-X2
J (%) + (%)
n n,

1.9394- 2.4375
\/ (0.55562 0.6292

T —stat=

T —stat=

3 16 )

_ -0.4981
,/(0.0099 + (0.0247)

T — stat

-0.4981
0.1847

T —stat=

T — stat=-2.6968

Step 3: Comparison of the t-statistic against dical value

Now that we have our t-statistic (-2.6968), we campare its absolute value it to a critical t-valua
order to do so, we need our degrees of freedonctwihi this case is df = (33 — 1) + (16 — 1) = 4&f)d
we need to select a confidence interval for whchdse our significance test upon. From Figure4#1
degrees of freedom yields a 90% significant critieaalue of just under 1.684, a 95% significaritical
t-value of just under 2.021, and a 99% significaritical value of 2.704. You will notice that (the
absolute value of) our test statistic exceeds @8 and 95% critical value, but not the 99% criticalue.
This will impact our conclusions.

Step 4: Make a conclusion about the null hypothesis

Given our t-statistic and critical values, what ga claim about your original hypothesis? If vedest

the more generous 90% and 95% critical values, are reject our null hypothesis (with 90%/95%
confidence) that the average reported health lisvetiual between men and women. This indicatds tha
there is evidence that men reported a lower vadnel hence had higher reported health) than women.
We cannot make this assertion with 99% confidemoeyever, a 95% confidence level yields a low
enough likelihood (i.e. p-value of 0.050 or lesEjatsely rejecting a true null hypothesis. Theref in
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your reporting, it is sufficient to reject the nhlypothesis, but you must specify your confidermal/p-
value!

Now that we've manually calculated a differenca¥vinans test statistic, you will learn below how $& a
STATA to generate this statistic for you. Click thre “Statistics” tab, followed by “Summaries, Tebl
and Tests”, then “Classic Tests of Hypotheses”, dio#t “Two-group mean-comparison test”. You will
see the following box:

ttest - Two-group mean-comparison test o || = [ 2=
Main | byifsin
Warable name: Group varable name:
health |E| gender |E|

55| + Confidence level

[] Unequal variances

Welch's approxdmation

(0K [ Cancel |[ Submt |

Because we want to determine whether reportedrheagnificantly differs, on average, for women and
men, enter “health” into the “Variable name” boxda‘gender” into the “Group variable name” box.
Throughout this lesson, we have operated undeagbemption that both groups we examine do not have
equal variances. Hence, click the “unequal vaeahbox highlighted in red above. Click “ok” andwy
should see the following output:
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. ttest health, by(gender) unequal

Two-sample t test with unegual variances
Group obs Mean std. Err. std. Dev. [95% conf
33 .93939 . 0967208 . 53556187 1.74238
x 16 .437 .1572882 . 6291529 2.102248
nat 49 . - . 0BEG64 . 6206481 1.92377
'g . 1846469
Ig
I s C
e Satterthwaite’'s degrees of freehs
I
Ig a: diff <0 Ha: diff !=
g (T < t) = 0.0060 r ~ |t]) = 0.0119
Ig

CONGRATULATIONS! You've just computed a difference-in-means test in STATA!

Notice that the t-statistic (-2.6976), highlightedyellow, is roughly equivalent to that we complte
above (it will not be exact because we roundedumcomputations, whereas STATA does not).

STATA COMMAND 5.2:

Code:“ttest varl, by(groupvar) unequalwhere varl is the variable of interest and grarps the
grouping category which you wish to calculate &edénce-in-means for.

Output produced:Calculates a difference-in-means test-statigjgirest three alternative hypotheses.

Also notice above, like with significance testing Lesson 4, STATA offers you three alternative
hypotheses: 1) a one-tailed hypothesis where fifierelice in means is less than zero (hence mendwoul
report lower values of health — i.e. be healthi¢han women); 2) a two-tailed hypothesis where the
difference in means is not equal to zero (hence wmld merely report a different value of healtarth
women), and 3) a one-tailed hypothesis where tfferdhce-in-means is greater than zero (hence men
would report higher values of health — i.e. be lesalthy- than women). Like basic significancstitey,
STATA presents you with the p-value against thel mypothesis. In the case the first one-tailed
hypothesis, STATA presents strong evidence in apevalue to reject the null hypothesis against an
alternative hypothesis where men report a lowene/alf health (i.e. are more healthy). For the sdco
one-tailed hypothesis, however, STATA presents weaklence in a high p-value to reject the null
hypothesis against an alternative hypothesis whea report a higher value of health (i.e. are less
healthy).
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Practice Problems:

Practice Problem 1: Open the small WVS data fitd ytou used in the STATA lab. Manually calculate a
difference in means test for men and women'’s regdevel of happiness (make sure to identify thié nu
and alternative hypotheses, and all descriptiviesits required to calculate the t-statistic). nipare the
statistic you generate against the statistic STAJeherates. Can you reject the null hypothesis that
women and men'’s reported happiness levels are &gui?

Practice Problem 2: Manually calculate a differemcemeans test for men and women’s reported
participation in an arts, music or entertainmerdgugr (make sure to identify the null and alternative
hypotheses, and all descriptive statistics requicedalculate the t-statistic). Compare the diatigou
generate against the statistic STATA generates yOa reject the null hypothesis that women and’snen
participation levels are equivalent?

Practice Problem 3: Now open the large WVS dagautled in Lesson 4, and recalculate your difference
in-means test statistic for the lab exercise, ab agelab questions 1 and 2 above. Use the “ttagt,
by(groupvar) unequal” command to verify whether yawve calculated the correct statistic. What do yo
notice on your conclusions compared to the smdli¢aset? Do they differ for average reported healt
happiness, or arts/music/entertainment group [aation?

Practice Problem 4: Calculate a binary variableébith the large and small dataset for whether an
individual participates in a sports organizatiortifva coding of 1 for either being active or ingetiand
a coding of 0 for not being involved in a sportgasization) via the following commands:

“generate sports = 1 if sportsorgmember>0"
“replace sports = 0 if missing(sports)”

Conduct a difference-in-means test for whetherviddials in sports organizations are similarly healt
and similarly happy in both datasets (do not damsmually, just do so in STATA). Can you make
similar conclusions regarding your null hypotheisethe small versus large datasets for both tests?
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Lesson 6: Univariate (OLS) Regression Analysis

Learning Objective 1: Creating a two-way scatter pbt in STATA between a dependent and
independent variable

Learning Objective 2: Calculating a pair-wise corrdation coefficient

Learning Objective 3: Conducting a univariate and nultivariate regression in STATA and
interpreting its beta coefficients, F-statistic, ad reported R-squared

Regression analysis centers around the constructiarmodel, where we attempt to explain variation
a dependent variable through the variation in @ner(ultiple) independent variables. In other wonds
are attempting to quantify how a marginal incress& (our independent variable) influences Y, our
dependent variable.

Ordinary least squares regression models involeeetimation of a line that best fits the variatain
your data - the best fit line. The simplest forilos best fit line for a univariate analysis (iveth only
one independent variabtea}:

Y:Eﬁ‘l‘}?lX‘l‘E

Where is Y is the dependent variabl, the (predicted) y-intercept of the best-fit ling,is our
independent variable,éi’i the (predicted) slope of the best fit regressine, lands is our error term which

captures everything that cannot be explained byirttleded independent variable(s). Ultimately, wha
we want to estimate in regression analysﬁli;sthis tells us the impact of a marginal changX an Y.

There are two features specifically that we wangaoige withﬁl; 1) whether it is positive/negative,

hence explaining whether a change in X leads tanarease/decrease in Y, and; 2) whether it is
significant (i.e. is greater/less than zero, whielquires the production of a large t-statistic, hwét
corresponding p-value of 0.100 or less). The sédeature is especially important, becausﬁiiis not

significant, we cannot claim that X has an impaci¥o

In this lesson you will complete the three learnifigectives above on a dataset which will enable tgo
visually conceptualize a best-fit (univariate) eeggion line and empirically predict its y-intercegpid
slope. For the lesson you are given a dataseupeadby Fisman and Miguel (2067)vho examine the
social norms regarding corruption by analyzing paeking behavior of UN diplomats in New York.
Prior to 2003, diplomatic immunity protected UN Idimats from parking enforcements. Diplomats,
therefore, were unconstrained by legal requirementparking actions. The authors question, however
whether they were constrained by cultural constsaispecifically corruption; the hypothesis testess

> We will discuss multivariate models which involw®re than one independent variable in the nexbtess

® Fisman, R. and Miguel, E. (2007) “Corruptions, herand Legal Enforcement: Evidence from Diplomatic
Parking Tickets”.Journal of Political Economyol 115, No. 6: pg. 1020-1048. | thank the LSEIethodological
Institute for the availability of this data.
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to see whether diplomats from highly-corrupt costaccumulated more unpaid parking violations, on
average, than those from less corrupt countri¢ee vhriables in the Excel document include:

* Violrate: The number of unpaid parking ticket viidas per UN diplomat by country (1997-2002
average)

» Corruption: The country’s 1998 corruption indexngang from -2.5158 (least corrupt) to
1.502979 (most corrupt)

* LogGDP: The logarithm of the country’s GDP per tagin 2000 US dollars) in 1998 (if you are
unsure about what a log is, don’t worry, we’ll cotlgis in Lesson 8!)

* Regional Dummies: Based on whether the country ile&urope and North America, Latin
America, Africa, the Middle East, Asia or Oceanhy@u are unsure about what a dummy
variable is, don’t worry, we’ll also cover this iesson 8!)

Both authors hypothesize that diplomats from caestwith higher corruption indices should be more
prone to unpaid parking violations than those ftess corrupt countries, given cultural norms asgedi
with the abuse of power for private gain. We waiflsess the authors’ hypothesis via a scatter-plot,
Pearson correlation coefficient, and a basic uidtaregression analysis.

Copy and paste the data into the STATA data edifée begin first by making a simple scatter plathw
our dependent variable (parking violation rates)tlua y-axis and our independent variable (corruptio
index) on the x-axis. Click on “Graphics” and tH&mwoway graph (scatter, line, etc.)”. You shoble
presented with the following box:

(=] twoway - Twoway graphs o | &3 || 22|

Plots |fifin | Yads | Xais | Tiles | Legend | Overall | By |

Plot definitions:

Press "Create” to define a scatter, line, range, or other plot. Cvedaid graphs may be
constructed by creating multiple plot defintions.

[ 0K || Cancel |[ Submt |

Click on the “Create” box. You should be presentéti the following box:
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Plot 1

Plot type: (scattemplot)

f warable:

[=]

Plot if4in

Choose a plot category and type

i@ Basic plots Basic plots: [zelect type)

© Range plts 7
_ Line =

() Fit plots Connected ‘E |
) Immediate plots Area

- Bar

() Advanced plots Spike -

¥ varable:

|E| [] Sort on x varable

Marker properies ] [

Marker weights ]

F o
24R)
@0

[ Accept

] [ Cancel ] [ Submit ]

A number of graphs are available to you. Highlitghe “Scatter” option in the “Basic plots” box, and
specify that your Y (dependent) variable is parkiiglations per diplomat (violrate), and your X
(independent) variable is corruption. Just a fotescatter plots: your dependent variable shoiicys
be on the y-axis! Click “Accept”. This will senaby back to the initial twoway graph box, but “Pist

should be in your “Plot definitions” box.

graphic:
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CONGRATULATIONS! You have just made a scatter plotin STATA!

The above scatter plot can be reproduced by egtdracode below in the STATA command box.

STATA COMMAND 6.1:

Code:“twoway (scatter varl var2)where varl is your dependent variable and vauithé independent
variable of interest.

Output produced:Produces a scatter plot graphic which demonstratationships between your
dependent and independent variable

Caveats:Does not produce a best-fit line

You may notice that though a slight positive treaeh be detected within the data, the command above
fails to produce a predicted best fit line. We ganoduce this, along the lines of the estimated Y =
B, + 51X + = univariate equation by altering the code in thew@nd box as specified in the STATA

Command 6.2 box below.
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STATA COMMAND 6.2:

Code:“graph twoway (Ifit varl var2) (scatter varl vai2where varl is your dependent variable and
var2 is the independent variable of interest.

Output produced:Produces a scatter plot graphic with a besin |

Modifications: ‘graph twoway ([fitci varl var2) (scatter varl vgt2where varl is your dependent
variable and var2 is the independent variable tefr@st.

Output produced:Produces a scatter plot graphic and a beshétwith ﬁ’i“s estimated 95% confidence
intervals

Type the following code into your command box, deled by enter: “graph twoway (lfit violrate
corruption) (scatter violrate corruption)”. Youashd be presented the following image:

.
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CONGRATULATIONS! You have just made a scatter plotwith a corresponding best-fit line in
STATA — you can also regenerate this with 95% cordience intervals as specified above!

The blue line you see above is the fitted linegression equation which STATA has predicted best fi
the data. It not only includes the y-interceptt(slvown above), but also the slonﬁf}( The value of the

slope, however, is not presented; in order do gomust estimate a univariate regression modelorBef
we move on to univariate modeling however, we tiilefly cover correlation coefficients.

Correlation coefficients measure the strength ef lthear relationship between two variables, aral ar
defined in terms of covariance. Correlation valuasge between -1 and 1. A value of -1 indicates
perfect negative collinearity — i.e. a one unitr@ase in standardized X corresponds exactly withuait
decrease in standardized y — while a value of icates (perfect positive collinearity — i.e. a amgt
increase in X corresponds exactly with a 1 unitease in Y). It is helpful to conduct correlation
coefficient tests to assess whether there is soageed of association between your dependent and
independent variable. This command will becoméipaarly useful when we assess the strength of the
no perfect multicollinearity assumption in OLS iedson 10.

In order to calculate pair-wise correlation coeéfits in STATA, click on the “Statistics” tab, then

“Summaries, tables and tests”, “Summary and desegigtatistics”, and “Pairwise correlations”. You
should be presented with the following box:

pwoeorr - Painwise correlations of variables o || = [ 2|

Main | byifsin I Weigl'rtsl

Varables: (eave empty for all)

[ Print number of observations for each entry

|| Prirt significance level for each entry

[ Use listwise deletion to handle missing values
[ 10 15| Significance level for displaying coefficients
[ 5| Significance level for displaying with a star

Significance level adjustment
@ Don' adjust significance level
1 Use Bonfermoni-adjusted significance level

1 Use Sidak-adjusted significance level

[ 0K [ Camcel |[ Submt |

For pair-wise correlations, you can add as manjakbes as you like, which is especially useful when
you want to determine whether multicollinearity giin multiple independent variables but for noe/ w
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will stick with two variables. Within the varialdebox, enter “violrate” and “corruption”, and clitke
“Print significance level for each entry” box, thelick “ok”. You should see the following output:

r . pwcorr violrate corruption, sig

* violrate corrup~n

violrate 1. 0000

corruption 0.1906 1. 0000
0.0212

CONGRATULATIONS! You have just calculated a correlation coefficient for two variables, and
calculated its corresponding significance level iISTATA!

The significance value STATA gives you below theretation coefficient is a p-value; hence, harking
back to significance testing, lower p-values intictne likelihood of a significant relationship Wween
the two variables.

STATA COMMAND 6.3:
Code:“pwcorr varl var2 var3 .”, where varl, var2, var3... are your variables ¢éiast

Output produced:Calculates pair-wise correlation coefficientsttoe specified variables, with
corresponding significance levels (p-values)

We can interpret the above pair-wise correlatiogffaent as follows: a 1 unit increase in a staddaed
measure of corruption is significantly associatatl qver a 95% confidence level) with a 0.191 unit
increase in a standardized measure of parking tioolaates. Pair-wise correlation coefficients are
helpful for grasping basic linear relationshipsien variables. They are not equivalent, howdoehe
predicted slope of our best fit line in the abogatter plot, because the above scatter plot isesspd not

in terms of standardized data, but the data’s maigmeasurement. In order to estim,é{ewe need to

conduct a formal regression model.

To calculate the formula for the best-fit line metscatter plot above, click on the “Statisticdj,tand
then on the “Linear modes and related” option.clCbn the “Linear regression” tab, you should dee t
following box:

98



regress - Linear regressicn = || B Es

Model |by/ifsin | Weights | SE/Robust | Reperting

Dependent variable: Independent variables:
violrate |E| comuption |E|
Treatment of constant

Suppress constant tem
Has usersupplied constant

Total 55 with constant (advanced)

E E | [ OK ] | Canmcel || Submit |

Remember how to access this box as we will be uiisgas well as its corresponding coded command,
quite frequently in future lessons. In the depemderiable box, specify your dependent variable
(violrate), and in the independent variable boxecsy your independent variables (since we are gloin
univariate analysis for now, only specify corruptias your independent variable — we will cover
multivariate analysis later). There are numergoisons with the linear regression command which we
will explore throughout the following weeks. Foowm we concentrate simply on estimating a basic
model, assuming all OLS assumptions are fulfill&lick “Ok” and you should see the following output

regress violrate corruption

146

. ) 5.43

™ : 5740.17109 5740.17109 ' ob 0.0212

b dua 152204.406 1056. 97504 0.0363
aL 0.0297

* a 7944, 577 L2729 t 32.511

0.021 . 9 198 11. 4618
0. 000 L47179 24.12148

CONGRATULATIONS! You have just conducted a univariate regression model within STATA,
and predicted the formula for a best-fit line!
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STATA COMMAND 6.4:

Code:“regress varl var2, where varl is your dependent variable and vagur independent
variable. “reg” is also used as shorthand codandgriegress” in STATA.

Output produced:Conducts a univariate OLS estimated model (bebhé) for your data

There are a number of important outcomes to ingéefipom this output. First is the estimated caéint

for corruption; this is the estimated slope of liest-fit line in the scatter plot above. We caweripret it

as a 1 unit increase in a country’s corruption xnad! lead to 6.2 more parking violations on avgga
Notice that this is not synonymous with a 1% insggavhich we can assess with a log transformation o
our dependent and independent variables (we witudis this in Lesson 8). Whenever you are
interpreting your beta coefficients, careful coesation must be paid to the range of your indepeinde
variable; in our case, corruption varies from 4@.8.5, so a 1 unit increase is quite large intiatato the
overall range. If we wanted a standardized beg¢a & beta coefficient that is expressed in term4 ¢o

1, like a Pearson correlation coefficient), type tollowing command into the STATA command
window: “reg violrate corruption, beta”. You shdudee the following output:

. reg violrate corruption, beta

146
5.43
0.0212
0.0363
0.0297
32.511

5740.17109 5740.17109
152204.406 1056.97504

157944, 577

6.201699 . 66 9 .33 0.021 .1906383
: 77 o 0. 000

CONGRATULATIONS! You have just conducted a univariate regression model within STATA
with standardized beta coefficients, and predictethe formula for a best-fit line!

Notice that your output is identical to that abowih one exception: you are provided with a column
which expresses the standardized beta coefficiertouption. Also notice that this coefficient is
identical to your pair-wise correlation coefficien®nce we pursue multiple regression analysis eekV

3, standardized beta coefficients will provide theans to compare the magnitude of effects of two
independent variables on y.
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STATA COMMAND 6.5:

Code:“regress varl var2, betawhere varl is your dependent variable and vangur independent
variable

Output produced:Conducts a univariate OLS estimated model (bebhé) for your data with
standardized beta coefficients

Turn to the t-statistic/p-value of our beta coeéiit to determine significance; if we have a highatue
(i.e. greater than 0.1) we cannot reject the nypadthesis that corruption has no influence parking
violations! In our case, we are presented witblatively low p-value (0.021), so we therefore ceject
the null hypothesis, with over 95% confidence, tt@tuption has no influence on parking violatidtie
95% confidence interval of our estimated beta aéciefft also confirms this).

The other two statistics of interest is the F-statj and the R-squared. The F-statistic and its
corresponding p-value tell us the significance wfmodel. If the F-statistic produces a corresjpung-
value that is lower than 0.1, our estimated modehich includes all our independewmtriables — is
significant on at least a 90% confidence levelouf F-statistic’s p-value is higher than 0.1, vesmmot
reject the null hypothesis that our estimated mogelinsignificant. Lower F-statistics (with
corresponding p-values greater than 0.1) indida& Wwe've produced a model that fails to explain ou
dependent variable — hence we have to throw it &itice we have produced only a univariate regvassi
model, the entire model consists of one independarmdble (corruption); hence the F-statistic’'sgiue
perfectly corresponds with the p-value of corrupBoestimated beta coefficient.

Finally, the R-squared, or the coefficient of detigration, describes the degree of variation explainy

the model. R-squared values range from 0 to 1 Wittidicating no variation is explained by the mode
and 1 indicating that 100% of variation is explair® the model. In our case, we have a very low R-
squared (roughly 3.63%/2.97% of the variation ffic violations can be determined by corruption
alone). Low R-squares indicate that much of oudehds explained by our error ter, Generally, we

prefer higher R-squares because this indicatesnodel explains a greater proportion of variatiorum
data. However, a low R-squared value does notssacéy indicate that you have a model that shbeld
abandoned. Whether a high/low R-squared is “godepends on the nature of variables under
consideration. Most associations between variainldbie social sciences, for example, involve much
more unexplained variation than more concrete nsidethe sciences. Moreover, models for aggregates
(such as countries or states) generally produckehi@R-squared values than those which model the
characteristics of individuals, which exhibit mugteater variation between each other. Hence, @clgie

a high R-squared should not be the ultimate cotedf your model; models with low R-squares can be
equally useful if it explains how variables rel&teeach other. What really matters is significatiae
your F-statistic).
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Practice Problems:

Practice Problem 1: Without running any commandsSIPATA, establish the null and alternative
hypothesis for the impact of log per capita GDRparking violations. Do you anticipate the influeraf
per capita income on parking violations to be zsignificantly positive, or significantly negative®hy?

Practice Problem 2: Create a scatter plot (with S&9fidence intervals attached) demonstrating the
relationship between per capita income (logGDP) pauking violations. Specify your dependent and
independent variable. What type of relationshigydo perceive on your scatter plot?

Practice Problem 3: Calculate pair-wise correlatoefficients between parking violations, corruptio
and per capita GDP. What can you say about thexiagi®n between parking violations and a country’s
per capita income? The association between caoruphd a country’s per capita income?

Practice Problem 4: Conduct a univariate regresaiualysis, examining the impact of national (per-
capita) income on parking violations with and withstandardized beta coefficients. How can you
interpret your results relative to the hypothe$@s you created in question 2? Did your suspioioithe
influence of per capita income on UN parking vimas reveal itself in the data? Is your model
significant? How much variation does it explain?

Practice Problem 5: Conduct a multivariate regmssainalysis, examining the impact of both corruptio
and (per capita) income on parking violations (y@n do this by adding the additional independent
variable onto the “regress” code). What do youagoabout your beta coefficients’ significance thath
variables (this outcome is a problem of multi-awlarity between both independent variables. Wk wil
address this outcome in greater depth in Lessan 10)
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Lesson 7: Multivariate (OLS) Regression Analysis

Learning Objective 1: Formulate a hypothesis and t& it via multivariate regression analysis while
factoring in control variables

Learning Objective 2: Conduct a multivariate regresion in STATA and interpret its beta
coefficients, F-statistic, and reported R-squared

Learning Objective 3: Analyze how beta coefficientehange in multivariate analysis as controls are
added

While univariate regression models are helpfulxareining the influence of one independent variaiie

a dependent variable, generally we want to incafgomore than one independent variable into a model
The reasons for doing so are twofold. One, we mangt to test multiple hypotheses, (i.e. how several
independent variables influence a dependent varialthe world is a bit more complicated than a one
variable model!). Two, even if we are intereste@xamining the impact of one independent variakée,
still need to control for alternative variablesttbauld influence the dependent variable, as ongjtthem
may skew our results (we will discuss problems withitted variable biases in Lesson 9).  Thelbase
model for a multivariate regression is similar targvariate model, except it includes more than one
independent variable. Multivariate regression lbamexpressed as:

Y = By + B1Xy + FoXy + FaXy + G Xg -+ X+ e

The number of independent variables in a multivarlaear regression is arbitrary and will depemd o
the research question that you are interestedamemng; you may wish to test multiple hypothesed a
include multiple controls, or you may be interestedwo or three. If you have a small sample size
however, some caution must be paid to how manyralenyou use for degrees-of-freedom purposes.
Recall from Lesson 4 that significance testing nexputhe degrees of freedom of your test, whictrjisal

to the number of observations minus the numbestifnated parameters (i.e. the number of independent
variables plus your constant term) in your modélyou have low degrees of freedom, your estimates
will become less reliable. If you have more par@rsethan observations, you will have negative elegr

of freedom, which means you will be unable to makg claims about variable relationships with your
constructed model.

Hypothesis testing for multivariate analysis isntieal to that of univariate analysis; the null byipesis
assumes our beta coefficient equals zero (hendadeeendent variable in question has no impad¢hen
dependent variable), while the alternative hypothessumes the contrary. Both univariate and
multivariate OLS regression models are subjech&seven following crucial assumptions (you should
memorize these):

1. The regression model is linear, correctly speciéiad has an additive error teren,
2. The error termg, has a zero population mean
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3. All explanatory variables are uncorrelated with éneor term,z

4. Observations of the error term are uncorrelated wedch other (no serial correlation); this
assumption applies mostly to time series linearaggion, which we will not be discussing in this
class, but can also apply to cross-sectional dht#hare is spatial correlation between
observations. We will ignore autocorrelation fomn

5. The error term has a constant variance (no hetedaskicity)

6. No explanatory variable is a perfect linear funectiof any other explanatory variable(s) (no
perfectly multicollinearity)

7. The error term is normally distributed

If assumptions 1-6 are fulfilled, then OLS is saidbe BLUE: the Best Linear Unbiased Estimator.
Rarely do the models that we want to test fulfilithese assumptions. For now, we will assumehen t
regressions we conduct below that the assumptien$utilled. In succeeding lessons, we will tés¢
validity of these assumptions, particularly Assuimptl (Lessons 8 and 9), Assumptions 5 and 6 (lkesso
10) and Assumption 7 focusing particularly on casé®re the error term is binomially distributed
(Lessons 11 and 12), and what alternative techeigui can introduce to correct for these failed
assumptions.

In this lesson, you will conduct hypothesis testisgng multivariate analysis. The dataset you Heaen
provided contains data on American, European, as@dmvehicles manufactured between 1970 and
1982. You will test how characteristics of theshicles impact the miles per gallon they attainttoan
highway. The variables in the Excel/STATA file inde:

* Name: The model and make of the vehicle

* mpg: Miles per gallon the vehicle obtains on thghiaiay

» Cylinder: The number of cylinders the vehicle has

» Horsepow: The horsepower of the vehicle’s engind\{/)

* Weight: The weight of the vehicle (in 1000 Ibs)

» Acceleration: The time period of acceleration af tkehicle from 0 to 60 mph (in seconds)

* Year: The year the vehicle was manufactured

e Origin: The region the vehicle was manufacturedlirfor North America, 2 for Europe, 3 for
Asia)

* European: A dummy variable for whether the vehwés manufactured in Europe (1 for yes, 0
for no)

* Asian: A dummy variable for whether the vehicle wasnufactured in Asia (1 for yes, O for no)

We will determine how a vehicle’s characteristinsirober of cylinders, acceleration time, horsepower,
weight, etc.) influences its miles per gallon, whilontrolling for other attributes, specifically &rhthe
vehicle was made, and where. Copy and paste ttaeitid the STATA data editor. Let's begin by
determining the relationship between acceleratioe t(the independent variable) and mpg (dependent
variable).

" This assumption is a requirement for hypothesitirtg. It is also important regarding the influeraf outliers,
which may potentially skew your results.

104



Start off by creating a simple scatter plot (witfiteed best fit line) to roughly eyeball the retatship
between acceleration time and mpg via the “grapboway (Ifit mpg accel) (scatter mpg accel)”
command in STATA. You should see the followingesor:

1illy Stata Graph - Graph o || = &
File Edit Object Graph Tools Help

il = Ea 7§ I i =
1l Graph b x

o
o

40

30

20

10

acceleration 0 to 60 pmh (seconds)

Fitted values  *® miles per gallon

The above univariate scatterplot diagram illustaepositive linear relationship between accelenati

time and mpg: it appears that cars with fasterlacaton times achieve low mpg on the highway, whil

vehicles with slower acceleration times obtain kigimpg. To formally test the hypothesis that
acceleration time has a significant, positive dffean a brief univariate regression analysis Via t

“regress mph accel” command (alternatively, you chck on “Statistics”, then “Linear Models and

Related” and then “Linear Regression” tabs in taltar). You should see the following output:

4284. 04181 1 4284.04181

.5334 396 50.4255893

0. 0000
0.1766
0.1746

.1292364 1, 0. 000
2.043208 ra. 0.015
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The above output indicates a significant positiekationship between acceleration and mpg (notiee th
high t-statistic and low corresponding p-value;egithese values, we can reject the null hypothbats
acceleration has no impact on mpg with high comie#d. Regarding beta coefficient interpretatiam, a
increase in acceleration time by one second, oragee should enhance mpg by 1.19. The model's R-
squared value indicates that roughly 17.66% ofati@m in the data can be explained by acceleration
alone. Moreover, the F-statistic (also boxed ifloy® is highly significant, producing a low p-vau
Therefore, we can reject the null hypothesis thataverall model is not significant.

Let's now move to multivariate regression analysind see how adding controls impacts the beta
coefficient of acceleration. One problem with wiate analysis that we will discuss in greatertliolép
Lesson 9 is that our beta coefficients may be érfaed by an omitted variable bias. Omitted vagabl
biases can force the expected value of an estincaiefficient away from the true value of the popiola
coefficient (i.e. overstate/understate it), becausere not controlling for other factors that ugfhce the
dependent variable. In order to avoid this probleve must bring in other independent variables -
including those we are not interested in measuhegeffects of - that may influence y.

For the next regression model, specify that yow alant to control for the year the car was

manufactured, whether it was made in Europe (thegaan dummy), and whether it was made in Asia
(the Asian dummy) Click on the “Statistics” tab, followed by “Liae models and related”, and then

“Linear Regression”. You should see the followbax:

=] regress - Linear regression = | = ER

Model | by/if/in | Weights | SE/Robust | Reporting

Dependent variable: Independent varables:

mpg El I:I accel year european asian El I:I

Treatment of constant

Suppress constant tem
Has usersupplied constant

Total 55 with constant (advanced)

e D E [ ok | [ Cancel |[ Submt |

8 This implies vehicles manufactured in North Amariare the baseline category. Do not worry aboat th
interpretation of these dummy variables for nowe-will come to this in Lesson 8.
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In the “Dependent variable” box, specify that mgthe dependent variable. In the “Independent
variable” box, specify that you want to control facceleration, year, whether the vehicle was made i
Europe, and whether it was made in Asia. Click™,Qku should see the following output:

regress mpg accel year european asian

108
150.79
0. 0000
0. 6055
0. 6015
4.9342

096777V .17 . . 3103807 . 6909142

0710486 . . . B267845 1.10615

7 . 6879087 3. 79 . 5. 380606 &. 085488

g. 026009 .6535291 .28 . 6.741158 9. 310859
-60. 5181 5.171622 . . -70. 6856 -50.35059

CONGRATULATIONS! You have just conducted a multivariate regression in STATA!

The above output tells you the estimated effeetookleration time on mpg, while controlling for tesar

the car was manufactured, whether it was made rofgey and whether it was made in Asia. We will not
focus on interpretation of the dummy variablestfis lesson. The year the car was made produces a
significant beta coefficient (t-statistic of 13.6®e can interpret this as a vehicle obtains 0.9g,non
average, more than a model made the year befordusion of three control variables increases the R
squared of the model to roughly 0.6 (60% of theatimm in our data can now be explained by our
model), and the F-stat to 150.79.

For the acceleration coefficient, notice that witie inclusion of our three control variables, thetab
coefficient of acceleration, while still significdy positive, drops from 1.19 in the univariate regdo
0.5. Comparing the confidence intervals of the beta coefficients, you may also notice that themo
overlap between the two; hence acceleration’s begdficient in the second model is significantlgde
than in the first. This is the omitted variabladin action! As we include more controls in owdal
that also explain our dependent variable, the betfficient of our independent variable of interest
should become more reflective of the populations tbeta value. You may find that including more
controls reduces the value of the beta coefficidribterest. This is desired, however, becausevwant

to produce a regression model that is BLUE (Besear Unbiased Estimator).

STATA COMMAND 7.1:

Code:“regress varl var2 var3 ”,.where varl is your dependent variable and vas3... are your
independent variables

Output produced:Conducts a multivariate OLS estimated model ¢(bebhe) for your data
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Multivariate regression analysis, compared to mévariate counter-part, overcomes omitted variable
biases and enables one to test multiple hypothegesding the impact of an independent variable on
dependent variable. You may be tempted to inclaltlerariables that could influence the dependent
variable in the equation. This approach, whilephélin addressing omitted variable biases, camatere
other complications, however, namely they can redtlee statistical accuracy of some of your
independent variables and cause them to lose isignife (this is the imperfect multicollinearity ptem
which is slightly different from perfect multicafiearity, an assumption of OLS. We will distinguish
between these two types of multicollinearity in @3 9). To demonstrate this, add the weight efctr,
“weight”, as a further control to the regressiomad You should see the following output:

regress mpg accel year european asian weight

a SOU CE : VS Number o 398
( : 356. 56

Mode 19881. 0948 376, 21897 rob > 0. 0000

1 e 4371.48034 ) ) 7 d 0. 8198

L 0.8175
. . - Ms .3394

: .0546713 .0B6EG7 98 . . -.DBO3556
1 L7612705 049016 . . . 6649033
= el 1 2. 08001 . 53130515 -
1 2.25384 . 3168514 y
-5.834922 L 2703035 .54 . 6. } -5.303497
-18. 68176 4, 000883 4.67 . - -10. 81589

Notice that while even more variation in the dataxplained by the model (roughly 82%, as indicéted
R-squared), acceleration’s beta coefficient iserdy reduced with the inclusion of weight as a colnt
but it also becomes insignificant. In other woiiflsye include weight in the regression model, vaa oo
longer reject the null hypothesis that acceleralias no influence on mpg. This drop in signifiGacan
be attributed to the fact that weight is highly retated with acceleration time. To check this,etyp
“pwcorr accel weight, sig” into the command boxouYshould see the following output:

pwcorr accel weight, sig

1. 0000

-0.4301 1.0000
0. 0000
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The pair-wise correlation coefficient between aecaion and weight is significantly negative. Adrp
wise correlations between independent variablesrbedarger in absolute terms, i.e. approach 1 or -1
we encounter more significant multi-collinearityoptems with our independent variables. Unlike
omitted variable biases, which misconstrue the trakie of the beta coefficient of our independent
variable of interest, imperfect multicollinearityisoonstrues the standard error of our variablegasing

the likelihood of obtaining an insignificant bewefficient. Coupling this issue with the omitteariable
bias, you will discover in later lessons that ofitmes researchers will encounter trade-offs between
omitted variable bias and multicollinearity probkenas more variables are added to a regression,
correcting for the former, we run greater risk nf@untering the latter. Final model selection barvery
sensitive to these specifications, and oftentimmesusion (or exclusion) of variables on grounds of
violated assumptions depends on judgment calls themmesearcher.

As you add further controls to your models in STATAS helpful to compare your multivariate models
side-by-side in order to gauge how beta coeffisiemtd standard errors change.  Re-run the étree
models again in STATA, but in between each regoessiore the estimates of the model. The coding of
this can be summarized as follows:

“regress mpg accel”

“estimates store Modell” (make sure there is raxsetween “Model” and “1")
“regress mpg accel year european asian”

“estimates store Model2”

“regress mpg accel year european Asian weight”

“estimates store Model3”

After you have re-run these regression and stdreid dutput, type in the following command: “esties
table Modell Model2 Model3, b(%7.3f) se(%7.3f) stht r2)” (Note, you must repeat this command
verbatim! STATA is case and coding sensitive!ou¥should see the following output:

Mlcstimates table Modell Model? model?, b(%7.3T) se(%r.3f) stats(N r2

Modell Model?2 Model3
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CONGRATULATIONS! You have just created a table ofthe regressions you have conducted in
STATA!

The “estimates table” command is not only a cormenivay to compare regression models for the same
dependent variable, but it also provides a corsmusemary of your work (rather than copying and pasti
three separate output tables, the “estimates tatmeimand condenses it into one). There are also
different modifications of this command, where @t of presenting the standard error below the beta
coefficient, as in the above table, you can pregbat t-statistic, the p-value, or you can provide
significance asterisks (i.e. beta coefficients tra significant on a 90%, 95% and 99% confiddacel

will be indicated as such with *, ** and ***, respively) which is standard presentation style in
empirical papers. The box below has exact codietild on these features. One important note
however; the “estimates” command should be rurrdgression models that share the same dependent
variable!

STATA COMMAND 7.2:

Code: “estimates table ModelX ModelY ModelZ..., b(%7.3f) %&(3f) stats(N r2), where ModelX,
ModelY, ModelZ... are the regression models condudiwbose estimates have been stored!), [“b”
indicates your beta coefficient, “se” indicates yatandard error, “N” indicates the number |of
observations in your sample, and “r2” is the r-ggdaof your model.

(1%
o

Output producedProduces a regression output table of multipleaggns, with the standard error list
below the beta coefficient.

STATA COMMAND 7.3:

Code: “estimates table ModelX ModelY ModelZ..., b(%7.3f) ;(Bf) stats(N r2), where ModelX,
ModelY, ModelZ... are the regression models condudiwbose estimates have been stored!), [“b”
indicates your beta coefficient, “p” indicates yquwalue, “N” indicates the number of observatidms
your sample, and “r2” is the r-squared of your mode

Output producedProduces a regression output table of multipleaggas, with the p-value listed below
the beta coefficient.

STATA COMMAND 7.4:

Code: “estimates table ModelX ModelY ModelZ..., b(%7.3f) {%f) stats(N r2), where ModelX,
ModelY, ModelZ... are the regression models condudiebose estimates have been stored!), [“b”
indicates your beta coefficient, “t” indicates yquwvalue, “N” indicates the number of observatioms
your sample, and “r2” is the r-squared of your mode

Output produced:Produces a regression output table of multipleagguos, with the t-statistic listed
below the beta coefficient.
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STATA COMMAND 7.5:

Code: “estimates table ModelX ModelY ModelZ..., b(%7.3f) réth .05 .01) stats(N r2) where
ModelX, ModelY, ModelZ... are the regression modedsducted (whose estimates have been storgd!),
“b” indicates your beta coefficient, “star” indiest whether the beta coefficient is significant 0B0&o,
95% and 99% confidence level, “N” indicates the bemof observations in your sample, and “r2” is the
r-squared of your model.

Output producedProduces a regression output table of multipleatgns, with the beta coefficients
starred for significant levels.
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Practice Problems:

Practice Problem 1: Conduct a univariate regressimoel which examines the linear impact of a
vehicle’s horsepower on its mpg. What can younclabout the impact of horsepower on mpg (in terms
of the impact of a marginal change of horsepowempg, as well as its significance)? How well does
horsepower alone explain the variation in the ddtathe model significant?

Practice Problem 2: Conduct a multivariate regogsanalysis which examines the impact of a vehscle’
horsepower on its mpg, while controlling for yelae tvehicle was made, whether it was made in Europe,
and whether it was made in Asia. What happenshéoinfluence of horsepower on mpg with the
inclusion of these three controls? Is the diffeeehetween the new beta coefficient, and thaterittear
model significant (hint, you will need to look dtet betas’ confidence intervals for this). How ddes
new model explain the variation in the data?

Practice Problem 3: Conduct a multivariate regoesanalysis which examines the impact of a velscle’
horsepower on its mpg, while controlling for yelae tvehicle was made, whether it was made in Europe,
whether it was made in Asia, and weight. What leaggo the influence of horsepower on mpg with the
inclusion of the last control? What do you thiskdriving this (hint, the “pwcorr” command will be
helpful).
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Lesson 8: Constants, Dummy Variables, InteractiermE, and Non-Linear
Variables in Multivariate OLS Regressions

Learning Objective 1: Examining the influence of tle exclusion of a constant term on estimated
beta coefficients

Learning Objective 2: Conducting a multivariate regession in STATA with dummy variables and
interpreting their output

Learning Objective 3: Comparing the magnitude of dunmy variables via an F-test of variable
equivalence

Learning Objective 4: Creating interaction terms bdween dummy variables and other variables,
interpreting their output in linear regression modds, and graphing their influence on a dependent
variable

Learning Objective 5: Creating quadratic and invere independent variables in STATA,
understanding when to use them, and interpreting thir output

The functional form of a regression model is vitalits proper specification. Thus far, we haveused
predominately on the interpretation of the influerad interval independent variables (i.e. real nerap
on a dependent variable. We have ignored oth@iadraspects of the basic OLS model, specificdlly t
presence of the constant ter;ﬁ’h)(, independent variables that are not interval mneas (i.e. nominal

variables, such as binary categorical variable®),iadependent variables that are interval measbued
may not have a linear relationship with y. In thais, we will examine how these specificationsugfice
OLS estimates.

In all linear regressions we have conducted thusvwia have included a constant term in the model
specification (STATA includes a constant term byadé). It is possible to exclude a model withaut

constant term, which would produce a best-fit imi¢h a zero y-intercept. While there may be some
circumstances where one might expect a zero valug,f excluding,, introduces a severe bias, and

violates the second assumption of OLS, that ther éerm has an expected value of zero. This daksi
assumption of OLS can only be met if a constamh tebsorbs any non-zero mean of the stochastic. error
The exclusion of a constant term will also severefpact the estimated beta coefficients on your
independent variables, and may in some cases clilagigesign. While we cannot rely upon the coristan
term for statistical inference (because it alsduides variation from omitted variables that we amable

to account for) it is important to include it inder to avoid biasing the beta coefficients of your
independent variables. To demonstrate these sféunpirically, we will rely upon the dataset frohet
previous lesson, which provides data on Americamppean, and Asian vehicles manufactured between
1970 and 1982.

113



In this lab, we will focus on the influence of ahide’s weight on the miles per gallon it obtains the
highway. Begin by creating a scatter plot (withautest fit line), by typing the following commaimdo
the STATA command box: “scatter mpg weight”. Ydwasld see the following image:
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Notice that there appears to be a clear negatiatiacreship between weight and the amount of mpg a

vehicle obtains on the highway (although not neadgslinear, we will address this below).

This

negative relationship, however, is contingent uporn-zero constant. In other words, if we hadlto
our best fit line through the origin, we could rmEmonstrate the same estimate fpr To prove this

empirically, let’s run two basic univariate regress, assessing the impact of weight on mpg. Glick

“Statistics”, then “Linear models and related” atigen “Linear Regression”.

following (familiar) box:
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regress - Linear regression o= || B ER

Model | byifsin | Weights | SE/Robust | Reporting

Dependert varable: Independent varables:

mpg IE‘ weight IE‘

Treatment of constant

Suppress constant term

Has usersupplied constant

Total S5 with constant (advanced)

E E | [ OK ] | Cancel || Submt |

Specify your dependent variable (mpg) and indepetndariable (weight). Notice that STATA has the
option to suppress the constant (boxed in redy. ybor first regression, do not suppress it. Ybauwd
be presented with the following output:

regress mpg weight

398
8B8. 85
0. 0000
0. 6918
0.6910
4. 3446

16777.7611
7474, 81412

-7.67661 . 2574869 ). B1 0. 000 1. 1828 -7.170398
46, 31736 . 79524 b, 24 0. 000 44,7539 47 . 88079

Notice, as expected, the relationship between tight of the car and the mpg it obtains on the \Wwagh
as indicated b)lé, is significantly negative. Now run the regressagain, expect this time click the

“Suppress constant term” box. You should be pitesiewith the following output:
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. regress mpg weight, noconstant

398
959.47
0. 0000

Source

172814, 88 172814, 88
71505. 8799 397 180.115566

613. 871255

6. 746881 2178152 30.98 0. 000

CONGRATULATIONS! You have just conducted a regresgn with a suppressed constant term in
STATA!

Unlike our previous regression, the sign of theahmtefficient on weight is positively significantVith

our new model, the increase in weight of a vehislassociated with higher, rather than lower, mpg,
contrary to what one would expect. This is a étasgample of biasing problems attributed to exirigd

a constant term — a zero-constant implies theflidste must pass through zero, which implies @ieS

will always produce a positive beta coefficientinc® our model no longer includes a non-zero consta
STATA has estimated a best-fit line with a revefsesitive) slope, in order to account for variation
our data. The best way to avoid this bias is tonade all regression models with a constant, elgau
suspect it to be zero.

STATA COMMAND 8.1:

Code:“regress varl var2 var3 ..., noconstdntvhere varl is your dependent variable and vea£3...
are your independent variables

Output produced:Conducts an OLS estimated multivariate modelt{bekne) for your data while
suppressing the constant term

In the previous lesson, we estimated regressionetaadith dummy variables, a nominal, categorical
variable which encompasses two values, 0 or 1. s@tmtegories must be mutually exclusive — an
observation cannot lie in more than one categdrkie inclusion of a dummy term is convenient when
attempting to gauge the effects of categoricalaldeis on an interval variable in OLS. Their inahas
however, requires careful interpretation, as thigranot only the intercept (constant term) of our
regression model, but they can also impact theestdpur model if we include an interaction terEven
though dummy variables can only assume the valumsd0l, they need not represent only dichotomous
categories. We can also use dummy variables @&saske influence of nominal variables with mowmth

2 categories, as long as we convert each categtwyits own dummy variable. For example, say we
want to assess the influence of the origin of thleicle manufacturer on mpg. If we have three megaf
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origin as we do in our dataset — Asia, Europe, ldath America — we simply codify each region as its
own dummy variable (i.e. a separate dummy for Asiars, a separate dummy for European cars, and a
separate dummy for North American cars).

When including dummy variables with n categoriesegression models, only n-1 variables must be
included. Hence, if we wanted to assess how aivithehl’'s gender influenced their level of income,
rather than including two dummy variables, one“foale” and one for “female”, you would only need to
include one (i.e. one for “male”). This is becadsenmy variables are relative — we state theirogdfe
relative to a baseline category. Furthermorepiiclg both dummy variables in the same equationldvou
violate the perfect multi-collinearity assumptioh@LS, as one is perfectly defined by the otheFhe
category which is not included (i.e. “female”) isdwn as the reference/baseline category, the agtego
which the dummy is compared against. Hence, innoatlel, the beta coefficient on the “male” dummy
variable would represent the difference in incoelative to that of a “female”. Likewise, if we hétee
categories (as we do with vehicle origin) we waniclude only two dummy variables; the inclusionaof
European and North American dummy variable wouldhbsessed against a baseline category of Asian
vehicles.

Reverting back to our dataset, include the Europgammy and American dummy in the linear
regression model which assesses the influence afhtven mpg (note this means that the reference
category is Asian vehicles). Type “reg mpg weightopean american” into the STATA command box.
You should be presented with the following output:

reg mpg weight european american

o8
308,65
0. 0000
0.7015
0. 6992
4. 2865

17013. 2642 5671.08EB05
7239,31103 4 18, 373IEB59

. 3183983

. 706544
. 6620306
. 8560155

Fud

-7.649411 -6. 397467
-2.529031 . 249105
-3. 656989 -1.053881
44, 36836 A7.73422
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The beta coefficients on European and American egpsess the difference in mpg that these vehicles
obtain relative to those made in Asia. In the aafsEuropean vehicles, notice that the beta cadeffic
lacks significance at the 90% confidence level;,deewe cannot reject the null hypothesis that Ewanpe
cars obtain similar mpeelative to Asian vehiclesThe dummy on North American vehicles, however, i
significantly negative. We can interpret this tean that American cars, on average, obtain (2638) |
mpg than Asian vehicles. This result would alseeed itself if you had selected American cars &s th
baseline category (i.e. if you replaced the Ameridammy with the Asian dummy). To check, type “reg

° If you attempt to include all dummy categorieshivita regression equation, STATA will automaticallpp one
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mpg weight european asian” into the STATA commaoxi bYou should be presented with the following
output:

reg mpg weight european asian

98
308.65
0. 0000
0.7015
0.6992
4.2865

17013, 2642 5671. 08805
7239,.31103 34 18. 373IBB59

61. 08961

. 3183983
.6523736

. 6620306
1.104363

i
ra
0 L R

-7.649411
~. 0670966
1.053881
41. 52467

2
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Notice by replacing the Asian vehicle baseline gatg with American vehicles, STATA has altered
nothing regarding the estimated beta coefficientweight, the F-statistic for the overall model,tbe
model’'s R-squared. Also notice, that by including Asian rather than American dummy, the sigrhef t
beta coefficient is reversed, but the standardremal p-value remain the same; Asian cars stilfiobt
roughly 2.36 mpg, plus or minus the respectiveddesh error, more than American vehicles. Thisas n
coincidental. Regardless of the reference categhmnmy variables will perform identically relative
each other and changing reference categories @tithlter other (non-dummy) beta coefficients.

The above regressions depict the dummy-intercdpttebf European and Asian vehicles relative to
American vehicles. We cannot, however, make imigge about the performance of European vehicles
relative to Asian ones. To do so, we must do drgvo things; 1) re-run the regression with eithies
Asian or European dummy as the baseline categerwéadid before), or, 2) conduct a (restrictedi$i-t

of equivalence after we run the above regressiacall from Week 1 that one weakness of signifieanc
testing was its inability to compare the magnitwadethe beta coefficients for two (unstandardized)
independent variables. We are unable to compagenthgnitude of unstandardized independent
variables, because the two variables in questioy mave different units, variation, and different
meanings. Categorical dummies however, do notifefim to this trap, because such categories gre b
construction standardized against each other. Hemeean use an F-test to compare whether their bet
magnitudes are equivalent. In our case, the réspecull and alternative hypotheses for an F-tdst
equivalence would be:

Ho: ﬁ‘Eumpean: BABLEH

HA: E’Eumpeaﬂ# ﬁAsLan
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Like all significance testing, if the F-statistias higher than a 90% critical value, we would rejae
null hypothesis that European cars have similar topgsian cars. If the opposite is the case, h@nev
we must fail to reject the null. In order to contluan F-test of beta equivalence, type “test

european=asian” into the STATA command window imiadly after the above regression command.
You should see the following output:

reg mpg weight european asian

398
JO8. 65
0. 0000
0.7015

. 6992
4. 2865

5671. 08805
18.3738859

. 3183983 . . -7.0649411
. 6523736 .8 . -. 0670966
. 6620306 3.56 . 1.053881
1.104363 9. 57 . 41, 52467

1WA R LD

european =asian

european - asian = 0

CONGRATULATIONS! You have just conducted F test ofbeta coefficient equality in STATA!

Notice that the corresponding p-value is just ab@vM®7. Because our p-value (just) exceeds 0.1, we
must fail to reject the null hypothesis that thisra difference in mpg performance between Europ@an
Asian vehicles. This outcome is identical to wlat would have obtained had you compared both
dummy variables by re-running the above regresgiith the Asian dummy as the baseline category
(notice, the F-stat p-value is identical to thatdurced in the regression model where the Asian dumm

served as the baseline category). Again, thimiscoincidental; dummy variables will always penfio
identically relative to each other.

STATA COMMAND 8.2:

Code:“regress varl var2 var3 var4’..
test var2=var3

where varl is your dependent variable var2 and var3 are the independent variablesavh
relative magnitudes you seek to assess

Output produced:Conducts an F test of equivalence for the magdgitf the beta coefficients for the
specified independent variables
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Thus far, we have only examined the impact of o@pt dummy variables (i.e. dummy variables that
change the intercept of our best fit line, but dbimpact our slope). We may want to examine, h@re
whether the presence of a dummy variable influenibesslope of another independent variable. For
example, the above regression results indicate Tha&merican vehicles have lower mpg than Asian
vehicles, and 2) heavier vehicles have lower m@ thghter ones. One reason for the former result,
however, could be attributed to the fact that Aweamicar manufacturers, on average, make heavier car
than Asian manufacturers (you can check this wifarence-in-means test of vehicle weight for Nort
American vs. Asian cars). The inclusion of anrattion term (i.e. an independent variable thahes
multiple of two or more independent variables) telhus whether the change in our dependent variabl
(mpg) with respect to one independent variable (saight), depends on the level (or presence) of
another independent variable (say whether the leehias manufacturing in North American compared to
Asia). While an interaction term can be betweeyn &®vp types of independent variables (interval or
nominally measured), it is called a slope dummy mtiee term is a multiple of an interval variablelan
dummy variable.

The general form of a regression model with arrautiion term is as follows:
¥y= E_c;“‘ E}‘il-l' E’:‘KE-I' Ej{r"{z + £

One crucial property to remember with interactiemts is that hierarchy matters! A model with an
interaction term should also include the two vadeabwhich compose the interaction term separately.
When you run a regression with an interaction tegron, cannot interpret trﬁg coefficient in isolation!

The total effect o&;0n y depends o, andB5: B, represents the baseline effect, whglerepresents the
partial/conditional effect.

To demonstrate how to interpret interaction ternthiw a regression model, we turn back to our vehic
data and our regressions assessing the impactigfitaand origin of the car on mpg. Recall from abo
that when we conducted a regression model whicmmeal these variables’ influence on mpg, we found
that vehicle weight had a significantly negativiatienship with mpg, North American vehicles obtn
lower mpg than Asian vehicles, and European vehifdded to obtain significantly different mpg than
Asians ones. American vehicles’ lower mpg, howeweewuld be attributed to the fact that American
manufacturers, on average, make heavier cars tBe@mAnes. Introducing an interaction term between
the American dummy and weight variables would emaisl to assess how the beta coefficient on weight
changes based upon origin of manufacture — in otlwrds, we could assess whether heavier Asian
vehicles obtain better mpg than their American teuparts.

Create an interaction term between the American ndynand weight variables via the “generate”
command (type the following code into the STATA coand box: “generate americanweight = american
* weight”). Since our interaction term involvesdammy variable, our interpretation of this interact
term will be relative to baseline category of Asiaghicles. If your interaction terms are slope chies,

and your dummy variable spans over more than tw&goaies, you must also create interactions between
other (n-1) dummy coefficients, even if these iatdive effects are not your primary focus. Doimg s
maintains the reference category for your intevacterm. Hence, you also should create an inferact
between the European dummy and weight in orderdimtain a baseline category of Asian vehicles for
the interaction term. Run a regression with therdrchal terms only (i.e. “reg mpg weight european
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america”) and then run a second regression whicludes the interaction terms (“reg mpg weight
european america americaweight europeanweightu should see the following output (I present it in
estimates table form, with asterisks indicatinghigance):

estimates table modell model2, %7.3F) star(.1 . .01) stats(N r2)

CONGRATULATIONS! You have just conducted an interactive model in STATA!

Notice that the beta coefficients on weight and Almeerican dummy for the baseline and interactive
model hold the same negative sign, yet the betHiiceats for the interactive term on the Ameridamd
European) dummy and weight hold a (significant)ifpessign. We can interpret this to mean thatlevhi
heavier cars are associated with lower mpg (roud6ly'19 less for each additional ton of weight, as
indicated by weight's beta coefficient), if heawgrg are produced in North America, they are estchtd
gain an additional 3.504 mpg (as indicated by titeraction term’s beta coefficient) for each ton of
additional weight added, compared to if they arewfactured in Asia. What this means in layman’s
terms is that North American vehicles lose less mpgnore weight is added, relative to Asian vekicle
We can also graphically demonstrate this with tpee@ixcon” command, which estimates predicted
values for interaction terms, as well as graphsntfle For this command, specify that you wish to
examine how weight’s predicted effect on mpg vabgrigin by typing the following into the STATA
command box: “predxcon mpg, xvar(weight) from{@)6) inc(1) graph class(origin)”. You should be
presented with the following output and graphic:

9You may need to install this via the “findit prexdm” command, if it is not present in your versarSTATA.
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CONGRATULATIONS! You have just graphed the predicted values of a slope dummy interaction
term in STATA!

If we compare the predicted values for Asian carigipn value of 3, the green line in the graph ajoto
those of American cars (origin value of 1, the bine), the above graphic re-affirms our conclusion
from the interactive model above. While Asian aaiogain higher mpg on average, this is conditiaral
vehicle weight. Asian vehicles lose more mpg asenveeight is added to the vehicle compared to North
American cars.
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STATA COMMAND 8.3:

Code:“predxcon varl, xvar(var2) from(min) to(max) inioferval) graph class(dummy/categoty)
where varl is your dependent variable and vat2eigcontinuous) independent variable in your

interaction term, “min” is the minimum value (roughof var2, “max” is the maximum value (roughly)
of var2, “interval” is the increment desired betwdmttom and top values, and “dummy/category” are

the n dummy categories which compose your intesadgrm.

Output produced:Computes predicted values for interaction tergtsben specified continuous and

dummy independent variables, graphs them, andttestsignificance of these interactions

Dummy variables and interaction terms are not tilg non-linear independent variables that one & u
for model specification in OLS; a researcher map aliant to test whether the relationship between an
independent variable and dependent variable isrgqtiadr inverse. You may notice from the scapiet
created in the beginning of the lesson that weajid mpg may share a curved rather than a linear
relationship. We end the lesson by re-estimatimgatbove models with a quadratic term and an irvers
term. Before we estimate beta coefficients foruadyatic and inverse term, however, briefly graph a
fitted line for a linear, quadratic, and inversétienship between vehicle weight and mpg in STATA.
Click the “Graphics” tab, followed by “twoway gragBcatter, line, etc.)”, and then click the “Créate
button. You should see the following box:

Plot 2

Plat if4in

22 |

Choose a plot category and type
() Basic plots

) Range plots

i@ Fit plots

) Immediate plots

() Advanced plots

Plat type: {inear prediction plat)

Fit plots: (zelect type)

Cuadratic prediction
Fractional pohmomial
Linear prediction w./Cl
Guadratic prediction w./Cl
Fractional pohmaomial w./Cl

f varable: ¥ varable:
mpg ] [|weight [+]
[] Add & second y ads on right
[ Options ]
[ Accept ] [ Cancel ] [ Submit
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Click on the “Fit Plots” button, and specify thatwy want to create a linear prediction between your
dependent variable (mpg) and independent variatéeght) — we will create them withowbnfidence
intervals for now. Click “Accept”, and then repdhe process, creating another fitted line with a
guadratic prediction between mpg and weight, atiird with a fractional prediction between mpg and
weight. After you have created the three plotigkclOk”. You should be presented with the followi
image:

lofl stata Graph - Graph = || =) ER
File Edit Object Graph Teools Help

B e bk

nti Graph| qF X
o |
=
o |
™
o |
™~
o |
o 4
T T T T
2 5
weight
Fitted values Fitted values
predicted mpg

CONGRATULATIONS! You have just created two graphics that estimate a non-linear
relationship between your independent and dependewariable in STATA!

The graphics which predict a quadratic (in red) angrse (in green) relationship between mpg and
weight almost perfectly overlap, but both diverdighgly from the linear prediction (in blue). Weaut
estimate whether either of these functional forme significant, by creating non-linear terms of the
independent variable and estimating their effet imear model.

In the STATA command box, create both a quadragéiomt for weight (“generate weight2 =
weight*weight) and an inverse term for weight (“geste inverseweight = 1/weight”). Then run three
regression models with mpg as the dependent variald the following independent variable
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combinations: 1) weight, the European and Ameridammies as the independent variables; 2) weight,
weight squared (note, like an interaction term, mugst include the linear term of a variable when we
include its quadratic form in a regression!), therdpean and American dummies as the independent
variables, and; 3) the inverse of weight, the Eaaop and American dummies as the independent
variables. You should be presented with the falhgwoutput (I present it in estimates table fornithw
asterisks indicating significance

. estimates table modellinear modelquadratic modelinverse, b(%7.3f) star(.1 .05 .01) stats(N r2)

CONGRATULATIONS! You have just conducted regressims with quadratic and inverse
independent variables in STATA!

The linear term (first column), as in our previaegression is significantly negative. In our qusidr
model (second column), the linear term is also intly negative, but the quadratic term is
significantly positive, indicating a U-shaped, meththan hump-shaped, relationship between weigtht an
mpg. Recall from lecture that we can calculatevibgex (i.e. the minimum of our parabola), frone th
following formula: —(Bn_nea;term}!(? *Bquad_ran;term} In this case, the inflection point for the

guadratic model would be (-17.018) / (-2*1.525) .5&tons, which exceeds the heaviest vehicle in the
sample (the Pontiac Safari, weighing 5.14 tonkyvel predicted the relationship between mpg andjktei

to be convex without an inflection point, we woulded to examine the relationship between an inyerse
rather than quadratic functional form. The sigrntluminverse weight independent variable (columns3)
significantly positive, which also indicates a deiclg (curvature) relationship between weight arqhm

You may notice that the beta coefficients on weifghtthe linear, quadratic and inverse independent
variable forms are all significant — the importguoestion then becomes, which functional form ist?g
This is a question which STATA cannot answer, lather relies upon theoretical insight. While STATA
may produce significant models which explain a éadggree of variation in the data, empirical tegstin
alone will not lead you to the correct one. Tliswhy a review of the theoretical literature, oe th
establishment of your own well-specified theordticedel, is critical to regression analysis. Tleor
explains the relationships between two variablesg] having a thorough knowledge of theoretical
relationships between your dependent and indepéndmiable will assist you in selecting which
functional form is most appropriate.
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Practice Problems:

Practice Problem 1: Conduct a multivariate regogsanalysis which examines the impact of a vehscle’
horsepower on its mpg, while controlling for yelae vehicle was made, whether it was made in Europe,
and whether it was made in Asia. How can the duraamjables be interpreted, in terms of where the
vehicle was made? How do European and Asian veshimmdmpare to those of North American origin in
terms of mpg efficiency? How do European and Asiahicles compare relative to each other (i.e. is
there a significant difference between the twaeeimis of mpg?)

Practice Problem 2: Create a scatter plot betwegn (on the y-axis) and horsepower (on the x-axis).
Does the relationship look perfectly linear?

Practice Problem 3: Create a quadratic term fosdmoswer and rerun the above three models from
Question 4 with the new quadratic term. From tingpke model (where the independent variables are
only horsepower and its quadratic term), whatésitiflection point and what is the shape of thedgaic
relationship? Is more data variation explainedabguadratic model rather than a linear model? How
does the beta coefficient on the linear and quadtatm compare as year, the European, and Asian
manufacturing dummy are added? As year, the Eamgpgle Asian manufacturing dummy, and weight
are added?

Practice Problem 4: Create an inverse term fordpanser and rerun the three models from Question 4
with the new inverse term. What is the shape efréfationship between the inverse term of horsepow
and mpg. Is more data variation explained by gkrnnverse model rather than a linear model? How
does the beta coefficient on the inverse term coepa year, the European, and Asian manufacturing
dummy are added? As year, the European, the Asganufacturing dummy, and weight are added?

Practice Problem 5: Create two interaction terme, lsetween the American dummy and horsepower and
one between the European dummy and horsepowerduCban interactive model between the American
and European dummies and horsepower, with mpg esdépendent variable (make sure you pay
attention to hierarchy and the baseline categor@an you determine a significant interaction betwe
vehicle origin and horsepower? If so, interpres tinteraction effect on fuel efficiency in wordada
graphically using the “predxcon” command.
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Lesson 9: Omitted variable biases, irrelevant e, outliers and influential
cases in OLS

Learning Objective 1: Interpreting the (potentially biasing) influence of an omitted variable on the
beta coefficient of an independent variable in STAR

Learning Objective 2: Conducting a Ramsey RESET teador linear model specification in STATA

Learning Objective 3: Interpreting the influence of an irrelevant variable on the standard error of
an independent variable’s beta coefficient in STATA

Learning Objective 4: Identifying outliers and influential cases, and determining their impact on
regression output in STATA.

Proper regression analysis, like any research dess contingent upon proper model/variable
specification. In Week 3, you learned about sévesaumptions which OLS is based upon that makes it
the best unbiased linear estimator (or BLUE). Waiko properly specify your model, however, madle

to the violation of several of these assumptioasistng OLS to produce biased estimates. Studenmund
(2011), outlines that proper model specificatioouges around three components: 1) choosing theatorr
independent variables; 2) choosing their correnttional form, and; 3) choosing the correct formaof
stochastic error term. We covered functional fannthe previous lesson. In the next lesson, wé wil
focus on types of error terms one can use in theidel. In this lesson, however, we focus on thet fi
component, emphasizing how excluding relevant iedepnt variables (the omitted variable bias),
including irrelevant ones, and including outliensour model influence OLS’s estimates.

When we introduced you to regression analysis, iveé did so via univariate models (i.e. models with
one independent variable). While this was dond whie intention to present a simplified version of
regression analysis to you, it violated one cruagdumption of OLS: that the explanatory varialiles
independent of the error term. This violation &xidue to the omitted variable bias: in excluditigeo
independent variables which may also have an infleeon y, we have shifted these omissions into the
error term of our model. If there is the faintéstel of correlation between the included independe
variable ;) and the excluded independent variakig)( this ultimately means that a changetinwill
change both¥; ande, prompting violation of Classical Assumption IlThere are two conditions when
an omitted variable will not introduce bias to theta coefficient of¥y: 1) the true coefficient of
X5 equals zero, and; 2) the included and omitted kbataare uncorrelated. If, however, neither ekth
conditions are true, the estimated vaillﬁe)f will be skewed away from its true value.

Beta coefficient bias can be difficult to interprgth the omitted variable bias for two reasonsyg)are
never really sure what the true valuefafis, because we generally have sample, rathergbpulation

data, and; 2) we may not know we are committingmitted variable bias, because theory may not have
discussed that a certain (omitted) variable haslaionship with y (the black box problem — it'stou
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there, but we don’t know what'’s in it!). We camwever, demonstrate the effect of an omitted véiab
bias via univariate vs. multivariate modeling, ia&ssessing how beta coefficients change as more
independent variables are added, which will beptimaary focus of this lab.

For this lesson, you are presented with a randdosample with information on individual attitudes
towards immigration from the 2006 European Sociak8y. The dataset you are provided with contains
the following information (notice, the last threarsables are unrelated to the ESS dataset, théywvil
introduced when we discuss the inclusion of irratewariables):

* Immigration_good: An index composite of a respondeanttitude towards immigration, with
large values indicating that immigration is gooddociety

» Age: The respondent’s age in years

* Eduyrs: The number of years of full-time educatompleted

» Socialtrust: An index composite of trust toward$fiest people in society, with large values
corresponding to high levels of trust

* Random1l: A uniform, randomly generated variableveen 0 and 20

* Random2: A uniform, randomly generated variabldnaizero mean, and standard deviation of 1

 Random3: A uniform, randomly generated variabléhvzitro mean, and a standard deviation of
1.654.

We begin our analysis by focusing on the relatignbletween age and attitudes towards immigratien (i
do older/younger individuals believe immigrationgisod for society). Conduct a linear regressioith w
immigration attitudes as the dependent variableaamihdividual's age as the independent variaMeu
should be presented with the following output:

. reg immigration_good age

1050
25.84
0. 0000
0.0241
0.023
. BO9456

-. 0079476 . 0015635 -5.08 0.000 -. 0110156 . 0048796
.434194 0770396 5.64 0.000 - 2830246 . 5853634

Note from the above output, that a 1 year incréasge is significantly associated with a 0.008pdiro

an individual’'s immigration-attitude index, suggdegtthat as people become older their favoritism fo
immigration declines. The above model, howevemissing other crucial independent variables which
could also explain attitudes towards immigratiothe- R-squared value of 2% would certainly suggest s
— meaning that the beta coefficient for age mapiaeed! For the next regression, add social asisin
independent variable to the above model. You shbelpresented with the following output:
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reg immigration_good age socialtrust

1044
110.72
0. 0000
0.1754
0.1738

74.6547677
. 67425186

-. 0077684 . 4387 5.4 0.000 . 0105915 -. 0049453
L4083129 .D296748 .76 0. 000 . 3500836 .4665422
. 349894 07129 4.9 0. 000 L 2100033

Notice for the new regression output, that the betificient for age has not significantly changedijle

the model's explanation of the variation in thead@ur adjusted R-squared) has increased subdtdntia
Does this mean that the omitted variable bias tailkold? No! Recall from above that there are tw
cases where the exclusion of one variable will fattoduce bias to another (included) variable’s
coefficient: 1) if the (now) included variablesie coefficient zero (which there is not much ewitketo
support in the above regression output), or, #)dfincluded and previously omitted independeniabée

are uncorrelated with each other. To test whethersecond case is correct for age and socialtrust,
calculate the pair-wise correlation between the tWou should be presented with the following otitpu

pwcorr age socialtrust, sig

-0.0238 1. 0000
0.4245

The above pairwise correlation coefficients suggelsick of correlation between age and socialffthst
correlation coefficient is not only low, but itssagiated p-value of significance is quite high)hisT
simple exercise demonstrates one important lessomitted variables; omitted variables do not alseray
introduce bias. If our omitted variable has natiehship with y, or if it is uncorrelated with ouncluded
independent variable, Classical Assumption Il witt be violated.

Let’'s now turn to an example of where omitted Valea introduce bias. Check briefly whether thera i
relationship between age and the number of conpgtars of education with the “pwcorr” command
(hint: there should be some degree of correlatietwvéen the two variables). In your next regression
model, include age, social trust and years of cetedl education as your right-hand side variab¥su
should be presented with the following output:
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reg immigration_good age socialtrust eduyrs

MS - of 1034

L 10 92. 86

BB5639 3 59.6285462 ' 0. 0000
372093 642108829 : 0.2129
0.2106

. 813415036 Lulaln . 80132

0015064 . B4 . . 0072383 0013263

. 029857 A7 . . 3137 } 4300127

0438225 0067362 6. . . 0306043 0570407
-. 3220342 1253665 .37 . . 5368037 0760313

Notice that unlike our previous regression moded, beta coefficient of age has dropped from -0.G0679
-0.0043, suggesting that with the inclusion of edion, the impact of age on attitudes towards
immigration becomes mitigated. This is the omittediable bias in action! Though age continues to
remain highly significant, its beta coefficient ha=arly halved compared to the univariate equatibeare
education was excluded. Unlike social trust, etlonaviolates both omitted variable bias exceptjots
beta coefficient (influence on immigration attitgjlés not equal to zero, and it is correlated \aijle. We
can see that in correcting for this exclusion, \weehshifted age’s beta coefficient away from itsvppus
estimate towards (in theory) its “truer” value.

A more formal means to test whether a model sufiens an omitted variable bias, which may result
from the exclusion of an independent variable @& éxclusion of an independent variable’s proper
functional form, is the Ramsey Regression Equalipacification Test (Ramsey RESET). The Ramsey
RESET test uses non-linear combination of thedittelues of a regression (polynomial formsii:fto

determine whether a model is properly specifidds & post-estimation test (i.e. one which is upitp a
defined regression model), which estimates theotig regression:

y = Bt + Bila + Bl + B2+ Bv® + B+t Fasyr

whereX;, X, and X; are the independent variables of our model,yahd., + y* are the k polynomial

forms of our fitted values. In order to determivigether a model is properly specified, we wouldduart

an F-test for whether the entire model was sigaific The null hypothesis of a Ramsey RESET Fisest
that the model is properly specified (i.e. suffecsomitted variable bias). Hence, if you were jnted
with a significant F-stat, you would reject the Inthiat the model is properly specified and would be
presented with sufficient evidence that it suffieosn an omitted variable bias.

We can conduct a Ramsey RESET test in STATA vid'oheest” post-estimation command. After you
conduct a regression model (let's use the one abmskere immigration attitudes is a function of an
individual's age, years of education and level ofial trust), simply type “ovtest” into the STATA

command box. You should be presented with theveiig output:
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reg immigration_good eduyrs age socialtrust

1034
92. 86
0. 0000
0.2129
0.2106
.BO132

59. 6285462
. 642108829

. 0067362 6. . .0306043 0570407
. 0015064 . B4 . 0072383 0013263

. 029857 47 . -3137378 -4300127
1253665 -2.57 . -. 5680372 0760313

saion_good

CONGRATULATIONS! You have just conducted a RamseyRESET test for model specification in
STATA!

In this particular case, we are presented withnaignificant F-statistic, which indicates that wandalil

to reject that the model has no omitted variabsesl (hence does not suffer from an omitted variable
bias). If you discover that you have a significkrsétatistic, however, one model specification réyne
you may want to try first is the inclusion of pobmial (quadratic or inverse) forms of your interval
measured dependent variables. The general intuitehind a Ramsey RESET test is that non-linear
combinations of your independent variables may lktsignificance in explaining your dependent
variable.

STATA COMMAND 9.1:

Code:“regress varl var2 var3 ,.where varl is your dependent variable, var23varare
your independent variables
“ovtest

Output produced:Conducts a Ramsey RESET test for model spedditatf the produced F-statistic is
high, we must reject the null hypothesis that ttegeeno omitted variables.

Like the omission of relevant variables, the inmuasof irrelevant variables within your model may
distort your regression results. Unlike omittediatles, however, irrelevant variables will notrotdtuce
bias to the coefficients of your other independariables; recall that one of the conditions whane
omitted variable will not introduce bias is if ieta coefficient is actually zero, or in other wayrd it is
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irrelevant. It may, on the other hand, increasdr thariance (and hence standard error) of sonwoeigth

not all, of your betas. This means that whileiti@usion of such variables will not promote OL&bia
good thing, as this implies all OLS assumptiongdjjdt may decrease the absolmtegnitude of our t-
statistics for selective beta coefficient, threatgrtheir significance, and the adjusted R-squariethe
model (a bad thing). To demonstrate the irrelevaniable impact on our variables’ significancedisy
let's turn back to our most recently specified mpdehere our independent variables include age,
education, and social trust. Let’'s now add thig®domly generated variables to our above regression
model (Random1, Random2, and Random3). Note the¢ $hese variables were randomly generated,
they should have no relationship with attitudesams immigration, unless by chance. In other words
they should be completely irrelevant in our modaddsfication. After including these three variable
within your model, you should be presented withftilwing output:

. reg immigration_good age socialtrust eduyrs Randoml Random2 Random3

1034
46.44
0. 0000
0.2134
0.2088
LBD222

[y

179.31929 b 20.BE65483
660.938443 27 .643562261

-.0042319 . 0015097 .8 . . 0071944 -. 0012694

.372323 . 0299153 . . . 3136208 .4310251
. 0436506 . 0067515 6.47 . . 0304022 . 0568989
-. 002564 0042753 . . -. 0109533 . 0058252
-. 0106931 0253836 . . -. 0605028 . 0391166
-. 005561 .0157343 . . 724 -.036436 .0253139
-. 2961089 .1321058 . 24 . -.555337 -. 0368808

The beta coefficients on Randoml, Random2 and RaBdare insignificant, as expected. The beta
coefficients of age, socialtrust and education hawt changed. However, by including these three
variables, the t-statistic associated with agecation and socialtrust have slightly decreasedhoatjh

not significantly. You'll also notice that the adied R-squared has declined slightly, though not
significantly. This is an (mitigated) example bétirrelevant variable effect. You may notice flywen

the highly significant predicted effect of age, ealion and socialtrust, the t-values of these Btastill
remain high in absolute terms even with the indngf Randoml, Random2, and Random3. Hence, the
inclusion of irrelevant variables has not introddicich severe variance problems for this particular
dataset, given the large number of observation {84 and the predicted strength in significanceuwof
variables. For smaller datasets, however, theignmwh of irrelevant controls may mean the diffeeenc
between a statistically significant relationshimgl @m insignificant one.

For the above exercises, we have focused predothir@nthe inclusion of proper independent variable
within our regression, rather than the distributminthe data within the 2006 ESS itself. One dntr
assumption of significance testing (Assumption \i#l)that the error term is normally distributed. A
condition which violates this assumption, howeverthe presence of an outlier. An outlier is an
observation with a large residual, one with an ualisependent variable value. It can exist becthese
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observation itself is an anomaly or because it massured/recorded erroneously. Outliers violate
Assumption VII because they introduce skew to ttstribution of our error term (given the outlier's
substantial residual value, the location of théded mean is pulled away from the residual median)
While the violation of Assumption VII does not nesarily bias OLS per se, it can introduce uncettain

to our results given that they may be distortecabhgmalous observations. For some datasets, notably
smaller datasets, the presence of an outlier(s)appgar obvious when the dependent variable iggbair
with the independent variable in a scatter pladr [Brge datasets, however, it may be difficulidentify
outliers with the naked eye. We can gauge wheatheobservation is an outlier (i.e. has “too large”
residual) via the construction of studentized resisl

To calculate the studentized residual for your @sgion model (note these residuals are uniqueeto th
specified model, and the independent variablesiited), immediately after you run your regressiase(u
the regression above whether your independent blesawere age, education and socialtrust), type
“predict r, rstudent”. This command will preserduywith another variable — the residuals of each
observation for your specified model. We can plotv these residuals are distributed on a histogiam,
they were listed in numerical order by typing itef® r” into the STATA command box. You should be
presented with the following output box:
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stem r
Stem-and-leaf plot for r (Studentized residuals)

r rounded to nearest multiple of .01
plot in units .01
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CONGRATULATIONS! You have just identified outlier cases using STATA!

The general rule of thumb is that if an observatias a studentized residual whose absolute value is
greater than 2, it is considered unusual and magobsidered an outlier. Observations with studenti
residuals whose absolute value is greater thansRduld be subject to more suspicion, those with
absolute values greater than 3 indicate somethaad)yr out of the ordinary, and observations with
absolute values greater than 4 are freaks of ndterethese shouldn’t happen). We can see fram th
stem diagram that there are some cases whichtlignwhese categories.
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STATA COMMAND 9.2:

Code:“regress varl var2 var3 ,.where varl is your dependent variable, var23varare
your independent variables
“predict r, rstudent
“stem

Output produced:Calculates studentized residuals of your obsemafor the specified model, and plats
them on a stem (histogram) diagram.

Additional notesOuitliers can be identified if the absolute vadii¢heir studentized residuals exceed 2
To determine which and how many observations thesetyping Sort r’ in the STATA command box
will numerically order the studentized residualsgofir observations from lowest to highest

To see how these cases influence our beta coeificiere will employ a technique called “jack-kniih
which is based upon analyzing how regression outhanges if we exclude (peculiar) cas@sere are

four jackknife analyses we will perform for the abanodel: 1) one excluding cases where the absolute

value of the residual exceeds 4; 2) one excludasgs where the absolute value of the residual dz&e
3) one excluding cases where the absolute valtleeofesidual exceeds 2.5; and 4) one excludingscase
where the absolute value of the residual exceeds airder to re-run the baseline model withoutséhe
(outlier) cases, type the following codes into yS8IIATA command box:

* “reg immigration_good age eduyrs socialtrust if(@kgl” (this indicates to STATA that you wish
to run the regression for all observations whosmhibe r value is less than 4)

* “reg immigration_good age eduyrs socialtrust if(@k” (this indicates to STATA that you wish
to run the regression for all observations whosmhibe r value is less than 3)

* “reg immigration_good age eduyrs socialtrust if(s2.5” (this indicates to STATA that you
wish to run the regression for all observations sehabsolute r value is less than 2.5)

* “reg immigration_good age eduyrs socialtrust if(@k" (this indicates to STATA that you wish
to run the regression for all observations whosmhibe r value is less than 2)

For these four commands you should see the follgwirtput (I present a condensed estimates table wit
the original model, plus the four jackknife modal®ve, with p-values below the listed beta coedfit):

bl . estimates table Original ExcRLess2 ExcRLess25 EXCRLess3 EXcRLessd, b( %7.3f) stats(r2 F N)

-0.0043 -0.0043 -0.0041 -0.0045 -0.0045

0.005 0.001 0. 004 0.003 0.003

socialtrust 0.3723 0.4128 0.4003 0. 3886 0. 3826
0. 000 0. 000 0. 000 0. 000 0. 000

eduyrs 0.0438 0.0460 0.0456 0.0433 0.0439

0. 000 0. 000 0. 000 0. 000 0. 000
_cons -0.3220 -0.3108 -0.3449 -0.3147 -0.3192
0.010 0.005 0. 004 0.011 0.010

0.2129 0.3016 0.2482 0.22535 0.2215
92.8636 140.6646 112.0049 099.7455  97.6100
1034 981 1022 1032 1033
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You'll notice a couple things about how our oridibaseline model changes, as we exclude outlierscas
Starting with general statistics, both the R-sqdarglue and the F-statistic of our model increasave
exclude outliers, meaning the overall model hasolmec more significant and it explains a greater
percentage of our data variation. This is expebtrhuse outliers are strong deviations from thectr
The second detail you may realize is that for sdva&a coefficients (socialtrust for example), the
inclusion of outliers has a dampening effect; inentwords, their inclusion moves their beta coadfits
closer to zero. This is one crucial problem alibatinclusion of outliers within your sample; thekew
the beta coefficients of your independent variableay from their true value.

Outliers with high leverage (i.e. where an obseovatwith a large residual also has an extreme
independent variable value) are those whose irmtuactually drives one’s results. Outliers withvlo
leverage may not impact the estimated beta coefficbut will influence the degree of “best-fit"rfour
least squares line (i.e. our R-squared). Outiigtis high leverage, also known as influential casesthe
other hand, may produce beta coefficients thatoaes/understated or significant when they should no
be. If this is the case, we need to identify thasgervations and determine whether their includibres
our estimates. To do so, we rely upon differemcBts (dfits). Dfits combine both information on
residual size (i.e. whether it's considered aniegtiand leverage (whether an observation is dygithre

-
results). The general rule of thumb is if an obaton’s calculated dfit value is greater tharhlﬁ*where

k is the number or parameters (including your camisterm) in your regression model, and n is your
sample size, then it is an overly-influential case.

Like studentized residuals and other post-estimatommands, difference-in-fits are unique to a
regression model. To calculate differences-intfit your data, first run your properly specified
regression model — in our case, with age, eduyrd,sacialtrust as independent variables. Imméelgiate
afterwards, type the following into the STATA commdabox: “predict dfit, dfits”. This will create rew
variable, the difference-in-fit for each observatidn order to gauge the spread of your differenef@s,
type in “sort dfit”, followed by “stem dfit”. Yowshould see the following output:
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stem dfit
stem-and-Teaf plot for dfit (pfits)
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plot in wunits of .001

= ]

R e

6655531100
211
5544220
55221000
5432222

JLLLE

1
4

1433322111110

2222100000

44433333333322111000

55554444443333322211111000000

544444444 222222111111111110000000
5555555444444444444 222222221111 ... (V7))

Fi77 55555544444443333333222222222211111

000000011117337133322222222333333344444444444445555555060060 7

00000000001111333333332222222222233 444444555555555

000000111112222233334444445555556

00000011111122232 233333334444444555555566

0000001113131 222322 144555556

00000011111122222 5355556

000001133344555556067 77788

00011112222333455666

001112233345

001112334456

022346688999

01135577

12558

1245

1466

—more—

2
4
2
-]
A
5
5

(790

CONGRATULATIONS! You have just identified influent ial cases using STATA!

After viewing the entire stem diagram (you can ldig by clicking “more”) you may notice that thene a

a number of cases whose absolute value exceedsritcal dfits value of 0.12439 @j’ﬁ)- These

observations are influential cases and may possKay your results.
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STATA COMMAND 9.3:

Code:“regress varl var2 var3 ,.where varl is your dependent variable, var23varare
your independent variables
“predict dfit, dfits
“stem dfit

Output produced:Calculates difference-in-fits of your observasidar the specified model, and plots
them on a stem (histogram) diagram.

r
Additional notesInfluential cases can be identified if the abs®hkalue if their dfit exceeds %IJ—‘. To

determine which and how many observations thesdygimg “sort dfit” in the STATA command box
will numerically order the difference-in-fit of yowbservations from lowest to highest

In order to determine how influential cases impamir results, re-run your regression with a jackni
analysis (i.e. by dropping observations whose \dfitie exceeds 0.12439). You can do this by entering
the following code in the STATA command box: “r@gmigration_good age eduyrs socialtrust if
abs(dfit)<2*sqrt(4/1034) You should see the following output (I present yoweondensed estimates
table with the original model, plus the dfit jacilen model, with p-values below the listed beta
coefficients):

estimates table original ExcDFIT, b(%7.4f) p(%7.3f) stats(r2 F N)

origi-~1 EXCDFIT

-0.00432 -0.0029
0.005 0.037
0.3723 0.3718
0. 000 0. 000
0.0438 0.0490
0. 000 0. 000
-0.3220 -0.4039
0.010 0. 000

0.2129 0. 24860
92. 8636 104. 3944
1034 964

You'll notice that with the exclusion of our infloBal cases (70 observations, or roughly 7% of our
original data sample), one notable result has emterg\ge’s beta coefficient has reduced by alma#t h
and its significance has decreased. From thidtrege can conclude that a small number of inflisnt
cases may be overstating the linear relationshipafg®’s influence on immigration attitudes. If our
primary hypothesis revolved around testing the i§iperelationship between age and attitudes towards
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immigration, we should acknowledge these differsrinagesults which stem from the inclusion/excluasio
of influential cases.

In summary, even after you have selected your dipervariable, independent variable of interestl an
control variables, careful consideration must beegito whether your model is properly specified and
whether exceptional observations may skew your ltisesu Omitted variables, be they excluded
independent variables or excluded polynomial formwk included independent variables, will
automatically introduce bias to your results ifytli&ve a significant influence on y and they haldhe
level of correlation with your independent variablef interest. Ramsey RESET tests can help you
identify whether your model suffers from omittediaéle bias, although they will not tell you whaet
proper model specification remedy is. If you fiymurself unable to control for omitted variablesgdo

the lack of data availability, you should indicéteyour results that your coefficients may suffesnh
some bias. If you discover that including variagblehich consistently have no significant sign may b
irrelevant, the decision to drop them depends ojudgment call. If these variables have been
hypothesized to influence y in the theoreticalrditare, you should include them, as their lack of
significance could arise from measurement errdrerathan an irrelevant variable bias. If there ihesn

no general consensus of how these variables infeugn and their inclusion increases the variatibn o
your other independent variables, causing theniagince to wane, it may be beneficial to excltiuem.
Finally, the presence of outliers and/or influehttases and their impact on your results must be
considered. The exclusion of outliers, based galelthe size of their residuals and not leverageur
dataset above failed to significantly alter ourresgion results. Their presence in smaller datgset
those with N less than 100), however, may skew lbegfficients more significantly and/or cause a
reduction/increase in beta significance levels. e Hxclusion of influential cases (i.e. outliers hwit
leverage), on the other hand, did alter the sigaiifte of our results above — their impact on smalle
datasets may also be equally dramatic. Becaudereuéind influential cases have the potential to
introduce skew to your beta coefficients, propeardiiative research design should discuss whether
regression results are sensitive to the inclusimhision of outliers.
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Practice Problems:

Practice problems for Lesson 9 require the dataséiN delegate parking violations and corruptioadus
in Lesson 6.

Practice Problem 1: Re-run the same univariateessgon in lab 2, which assesses the influence of
corruption on parking violations per UN delegafiéhen add (n-1) regional dummies to your model (use
the middle east as a baseline category). How caninterpret the beta coefficients of these rediona
dummies? What happens to the beta coefficientooruption? What happens to its beta coefficient’s
significance? What problems could account for éhelsanges between the univariate and multivariate
models? Be specific.

Practice Problem 2: Conduct a Ramsey RESET tegshéomodel above. What can you conclude about
your model specification?

Practice Problem 3: In the linear regression medere corruption and the regional dummies serve as
your independent variables, identify which courstirage 1) outlier cases (via studentized residuafsy;

2) influential cases (via difference-in-fits). Whaappens to the values and significance of yota be
coefficient on corruption and the regional dumnaes your adjusted R-squared if you exclude coustrie
with studentized residuals with absolute valuegdarthan 2? What happens to the values and
significance of your beta coefficients on corruptend regional dummies and your adjusted R-squared
you exclude countries with dfits values less thandritical dfits value? Why might the regional dugis

beta coefficients change so dramatically?

Practice Problem 4: Conduct a univariate regressioich assesses the influence of loggdp on parking
violations per UN delegate. With your understagdifi semilog form, how would you interpret the beta
coefficient on loggdp? What happens to the beédficeent and standard error on loggdp if you allel t
regional dummies into your regression? What probleould account for these changes between the
univariate and multivariate models? Be specific.

Practice Problem 5: In the linear regression medwedre loggdp and the regional dummies serve as your
independent variables, identify which countries hieoutlier cases (via studentized residuals), 2nd
influential cases (via difference-in-fits). (Hind’hen you predict r and dfit, you will have to spgcdhat

you are predicting residuals/difts for a differenbdel! Do this via typing “predict r2, rstudenthdh
“predict dfit2, dfits” after your original model)What happens to the values and significance of peta
coefficient on loggdp and the regional dummies wmgr adjusted R-squared if you exclude the country
with the largest (absolute value) studentized regiind difference-in-fit (hint, this will be therme
country)?
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Lesson 10: Multicollinearity and Heteroskedasticity

Learning Objective 1: Identifying multi-collinearit y within your regression model and how it
influences your results and how to correct for it STATA

Learning Objective 2: Constructing residualffitted values graphics to visually detect
heteroskedasticity in STATA

Learning Objective 3: Conducting a White test for keteroskedasticity in STATA

Learning Objective 4: Correcting for heteroskedasttity in your regression model via the use of
robust standard errors

Our final lesson on ordinary least squares regaithed reconciliation of two OLS assumptions:1)
Assumption V, that the error term has a constarianee (no heteroskedasticity), and 2) Assumptign V
that no explanatory variable is a perfect linearcfion of any other explanatory variable(s), inesth
words no perfect multi-collinearity. We will dewalith multi-collinearity assumption first, as we leav
partially alluded to problems of collinearity ofd@pendent variables in the previous lessons when we
examined the influence of vehicle characteristiosnules per gallon achieved on the highway (data
which we also utilize for our lab today).

Perfect multicollinearity occurs when an independeamiable is a perfect linear function of anoth&hat

is, the variation in one dependent variable capdxéectly explained by changes in another. Itdsyv
rare that independent variables are perfectly taieeé with one another. We have, however, mentione
one case in previous lessons when perfect multiealfity happens between two variables: if we idelu

n, rather than n-1, categories of dummy variablghkinvour regression model. Say we have a dummy
variable which represents two categories, malefaméle. If we include a male and a female dummy,
both of these variables will be perfectly corretatégth each other, because if the observation emelsaal
“male” value for 1, it will automatically embody‘temale” value for O.

The good news is that if you incorrectly includeotar more independent variables that are perfectly
collinear, STATA will automatically drop one. Inther words, it is impossible for you to violate
Assumption VI in practice, because STATA will autatinally modify your independent variables for
you so perfect multicollinearity does not ariset'd start by examining the influence of the numbta
vehicle’s engine size on its mpg, while controllifay the region in which it was manufactured (Asia,
Europe or North America). You include regional duoi@s to account for the latter, but let's suppose y
forget to include 2 (n-1) categories, and rathelude all three. Such a specified model will proslthe
following output in STATA:
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Notice that STATA automatically drops the Europelmmy due to perfect collinearity (also indicated
directly under the regression command in green}this case, STATA has selected the European dummy
as your default category. Models with perfect medilinearity cannot be estimated empirically. $flo
statistical software, STATA included, will autoneatily correct this problem for you by dropping one
variable.

While perfect multicollinearity, outside of dummyanable categories, is rarely an issue for indepanhd
variables, imperfect multicollinearity (i.e. whehete is a strong linear relationship between two
independent variables, but one independent varidbés not perfectly determine the other) can be a
problem for OLS. Unlike perfect multicollinearitymperfect multicollinearity will not bias the beta
coefficients — hence its presence does not vidaie OLS assumptions, preserving its title as that be
linear unbiased estimator. However, imperfect ooilinearity can substantially increase the etesm

of the independent variables that share a stravaatirelationship. This could prompt a researtber
incorrectly conclude that they have no significanfluence on y, or less significance than if
multicollinearity were absent; you may notice tbigect slightly in the above output, given American
cars’ tendency to have larger engines than theiofgan and Asian counter-parts. This is problemati
because it increases our chances of committingpe Tlyerror (failing to reject a null hypothesisaths
actually false). Due to artificially low t-statiss which imperfect multicollinearity produces, way fail

to reject thatﬁ is significantly different from zero when, in tlasence of multi-collinearity, we would

reject the null. Add the weight of a car as arepehdent variable to the above regression (remwve t
European dummy). You should be presented wittiath@wving output:
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reg mpg engsize asian america weight

398
234. 80
0. 0000
0.7050
0.7020

. 2667

17098.1263 4 4274.53158
7154, 44885 33 18.2047045

031 -. 0250412 -. 0011719
.06l -. 0607115 2.726905
. 303 -2.068382 . 6446707
. 000 -7.047326 4.253389
. 000 40. 51069 45. 51816

. 0060705
. 7089497
-. 7118557 . 6899865
-5.650357 . 710557

43.01443 1.273503

I
Lt =] R

(SN |

Notice that with the inclusion of weight, the betefficient on engine size drops dramaticallysistill
significant, but now at a 95% confidence level eatthan over a 99% confidence level. If a 99%
confidence level was your decision rule, you maytdrapted to conclude that engine size produces no
significant impact on its mpg at a 99% level of fidence. If you made this conclusion in the preseof
multi-collinearity, however, there is a chance thafi would have committed a Type Il error. If wedh
omitted weight, we would be presented with evidetiet engine size does have an effect on mpg with
over 99% confidence.

There are two ways to detect whether the drop iginen size's significance is the cause of
multicollinearity. One is via the construction eimple pair-wise correlation coefficients between
independent variables, which we did in Lesson 6 cbmpare the pairwise correlation coefficients
between independent variables, type “pwcorr engsige america weight, sig” into the STATA
command window. You should see the following otitpu

pwcorr engsize asian america weight, sig

y astan L4318 . D000
. DO00
0
1 america . 6557 6354 1. 0000
‘ . DO00 . D000

y weight . 9325 4405 0.6010 1. 0000
y . DO00 . 0000 0. 0000
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You'll notice that there is significant correlatidretween most of our independent variables, but the
correlation coefficient between weight and engize & especially highCorrelation coefficients witlan
absolute value higher than 0.75-0.8 are taken dsdacator of severe multicollinearity (we will digss
what to do with these cases below). However, estladtribute lower but significant correlation
coefficients as cause for concern if they prommulstantial rise in the standard error of their key
independent variables. Such indications of mulifeearity are more subjective, but the same thiseak
principle applies — the greater the level of caénty between two independent variables, the rilosty

we are to witness a drop in the significance oirtbeta coefficients.

A second method for detecting whether your modéessi from imperfect multicollinearity is through
variance inflation factors (VIF). Variance inflati factors measure the extent to which an indepgnde
variable is explained by all other independent aldlgs in the model. We measure an independent

variable’s ¥;) VIF as# of the model for whicl¥; serves as the dependent variable. Please note tha

the R-squared value is the unadjusted, not thestatjuR-squared. A “high” VIF (generally greatesn
5 although others use lower benchmarks) suggestgrésence of severe multi-collinearity. Rathanth
computing the VIF manually for each independentalde, STATA does this for you via the “vif” post-
estimation command. Immediately after you rungression in STATA, type “vif” into the command
box if you suspect the presence of multicollingariYou should be presented with the following autp

. reg mpg engsize asian america weight

398
234, B0
0. 0000
0.7050
0.7020
44,2667

17098.1263 4 4274.53158
7154, 44885 393 18.2047045

-.0131065 . 0060705
BEEET) .70 a7

_.7118557 .6899865

-5.650357 . 7105571

43.01443 1.273503

0.114454
0.126646
0.410204
0.572029

CONGRATULATIONS! You have just calculated variance inflation factors for your independent
variables in STATA!
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Notice that both engine size and weight possesssUtifes greater than 5 (our critical value) reicifuy
the information we received from the pair-wise etation coefficient that high collinearity existhen
both are included in the equation.

STATA COMMAND 10.1:

Code:“regress varl var2 var3 ”,.where varl is your dependent variable, and vea®3, ... are
your independent variables.
“Vif”

Output produced:Computes variance inflation factors for your ipeiedent variables. If the VIF for an
independent variable is greater than 5, theredisa@tion of severe multicollinearity.

If you discover that your model suffers from sevemndti-collinearity problems, there are three thlingu
can do. These usually revolve around how multitogdrity influences the significance of the beta
coefficient you are interested in. One optionoiglb nothing and include both independent varialvles
your model, even though they are strongly corrdlatResearchers are more likely to do nothingef th
presence of multi-collinearity does not prompt teeline in significance of their beta coefficiertidw
the 90%/95% confidence level (some researchersavaly brag that the significance of their resultsl ho
in the presence of multicollinearity!). Given th#te inclusion of weight fails to influence the
significance of engine size beyond the 95% confiddavel, we may be persuaded to include both in ou
models, even though they are highly correlated wébh other. Doing nothing also introduces a sg&con
advantage of discouraging bias in our beta coefiitsi, thus limiting variable exclusions which may
produce omitted variable bias. The second optganerally used if multi-collinearity reduces the
significance of your independent variable of ing¢reelow a 90% level of confidence, is to drop the
independent variable that it is highly correlateithvit. In this case, dropping the second indepeand
variable preserves the variance/standard errdneofitst. If you opt for the second option, makeesto
clearly specify that the presence of multi-collingahas severely influenced the significance ofiyo
independent variable and that doing so may pregbigesignificance, but at the expense of an ouhitte
variable bias.

A third alternative, which may not be readily aahie depending on how you collected your datag is t
increase sample size. Recall back to Lesson 2, abhasample size increases, the standard error

automatically increases (standard error&)s Hence, this effect should partially cancel the increase
W

in standard error(s) which results from a multicahrity problem. Increasing sample size, in some
circumstances, can be much easier said than dbgeu conducted a survey under contingent conaitio
(i.e. a survey which required approval from a boafcthics, etc.) you may not be able to conduct a
second round of surveys. Also, if you have coddch dataset for a population (i.e. all US stateallo
countries), it may be impossible to collect addiéibcross-sectional observations, although youctadtl

a time dimension (in which case you would havepplya panel regression method, rather than simple
OLS). If your sample size is quite constraininguy options for multi-collinearity will revolve aumd

the first two options, rather than the last.
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A second violation of OLS, which we have not rederito until this lesson, is the presence of non-
constant error variance, or heteroskedasticityclviiolates Assumption V. Heteroskedasticity erasrg
when the residuals associated with some obsergatima larger/smaller than others. One helpful
example to conceptualize this, is calculating megticeconomic indicators for small vs. large cowstri If

we computed national economic indicators for smalieuntries, say Iceland, Liechtenstein and
Luxembourg whose populations are less than 600t@@0distribution of the residual associated witin 0
measurements may be much smaller than the disorbutf the residual associated with economic
indicators for countries with larger populationgelindia, China and the United States. In otherdsp
we would expect that the error term distribution firge observations to have a larger variancelewhi
those for smaller observations would have a sma#ieance.

In this lesson, you will learn three things aboetenoskedasticity; 1) what heteroskedasticity doggur
estimates, 2) how to detect it, both graphicallg eia statistical tests, and 3) how to correctifoBefore

we discuss these, it is important to distinguistwieen pure heteroskedasticity (i.e. where Assumptio

is violated in a properly specified model), and urg heteroskedasticity (i.e. where Assumption V is
violated in the presence of a specification ersay, an omitted variable bias). In the first casenario,
our properly specified model has heteroskedasticity the second case scenario, our hypothetical
properly specified model may demonstrate homostedss but due to an omitted variable, the error
absorbs a heteroskedasticity component (omitteidhas are automatically included in the error ferm
We will not distinguish between these two type$eteroskedasticity in this lesson, but their déferes
emphasize the importance on testing for heterosiietts on fully specified models! In other wordsu
should not test for heteroskedasticity on modetg tto not yet have all of your relevant independent
variables!

Heteroskedasticity, like imperfect multi-collinggri does not introduce bias to our estimated beta
coefficients. Like imperfect multicollinearity, texoskedasticity influences the size of our beta
coefficients’ standard error. Rather than incregur standard errors like imperfect multicolliriga
does, however, heteroskedasticity, if not propedytrolled for, tends to understate standard errors
Hence, uncontrolled heteroskedasticity will prodacgicially high t-statistics, increasing the dilkhood

of committing a Type | error (rejecting a true nylpothesis).

There are two methods that we can use to idengfgrbskedasticity within a well specified regressio
models. Let’s select the model from above whictledes engine size but includes year of manufacture
hence we want to test whether heteroskedasticitgteexvithin our model where weight, year of
manufacture, and the North America and Asia redidn@amies are the independent variables. Type
“reg mpg weight year asian america” into the STATAmmand box, and immediately after your
regression type “rvfplot, yline(0)”. You should peesented with the following graphic:
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CONGRATULATIONS! You have just plotted the residuals versus fitted (predicted) values of
your model in STATA!

We have drawn a horizontal line at 0, because,rdowpto Assumption Il of OLS, the mean of our erro
term should be zero. You may be puzzled as to trwsvdetects heteroskedasticity from the above plot.
Recall from above that heteroskedasticity emerdetha distribution of our errors changes as our
dependent variable (proxied by our fitted valuesgdmes larger/smaller. In the graphic above, the
distribution of our error increases as the fittedues increase (a funnel shape looks apparenthcdie
heteroskedasticity within our error terms appearde present. However, scatter plots can often be
deceiving. You therefore should not conclude lesieedasticity exists without a more objective
econometric test.
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STATA COMMAND 10.2:

Code:“regress varl var2 var3 ,.where varl is your dependent variable, and vaa23, ... are
your independent variables.
“rvfplot, yline(0y

Output produced:Calculates a scatter plot of your model’s redilby its fitted values, along an
(assumed) zero mean. If the distribution of resislincreases/decreases as fitted values increase,
heteroskedasticity is likely present.

Caveats: Does not provide an objective measuristatadf whether heteroskedasticity is present.

The White test is one of the most widely used testdetect heteroskedasticity. The test reliesnupe
post-estimation model (where the squared residaflan estimated model serve as the dependent
variable) and the independent variables (wherer thguared terms and cross products serve as the
independent variable&). The White test for heteroskedasticity is a pssitation command; it is unique

to the specification of the regression model. Ajteu have run your regression, type the followtogle

into your STATA command box “estat imtest, white'You should be presented with the following
output:

estat imtest, white

Tor Ho:

54.45
0. 0000

. D000
. 0000
L0105

. D000

CONGRATULATIONS! You have just conducted a White test for heteroskedasticity in STATA!

Notice that the White test automatically presewtsrynull hypothesis that homoscedasticity is preaed
your alternative hypothesis that heteroskedastisitgresent. If you find your test yields a highi-C
squared statistic, you can reject with high confmethat homoscedasticity exists within your modal.
other words, there is strong indication that hetleedasticity is present.

™ For further clarification, consult Chapter 10 im@&nmund (2011).
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STATA COMMAND 10.3:

Code:“regress varl var2 var3 ,.where varl is your dependent variable, and vaa23, ... are
your independent variables.
“estat imtest, white

Output produced:Conducts a White test for the presence of hdtedasticity. High Chi-squared
statistics indicate high likelihood that the asstionpof homoscedasticity is violated.

We have found evidence of severe heteroskedasticityn our model, yet the question now becomes
how does one correct for non-constant residualamags. The good news is that we can continue to
utilize OLS, but we must do so using a differen¢cfication. The most popular remedy, and the only
one covered in this manual, is the inclusion oflmtkedasticity-corrected, or robust, standardr&rro
Robust standard errors are calculated to avoidctmsequences of heteroskedasticity, and generally
(although not always) produce a larger standaror®in comparison to models where homoscedasticity
is assumed. Larger standard errors which corocedidteroskedasticity, consequently, reduce theeTyp
error bias. There are different types of heterdak#city-corrected standard errors. We will idoe
only three simple robust standard errors today: H12, and HC3, which are asymptotically equivalent
to HC3 but produce slightly larger (and hence fessiving) standard error$.

In order to run regressions with the above robtasidard errors, simply insert your regression eqoat
into the STATA command box, with a comma afterntlahe word “robust” (for HC1) or “hc2” (for
HC2) or “hc3” (for HC3) after it. Let's start witthe standard HC1 robust standard error. Type the
following code into the command box: “reg mpg weigbar asia america, robust”. You should see the
following output:

. reg mpg weight year asian america, robust

Linear regression L - of ob: 308
| 416.69

. 0000

. 5195

227
3.3379

-5. 899649 . 23813 4.77 . 0. 367827 -5.431471
. 7691001 . 3078 . . . B 98 . 8648021
.1143759 i } e

-2.113521

-16.12073

12\f you are using panel data, you should use migmeaus types of robust standard errors, such aslgarrected,
or clustered standard errors.
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CONGRATULATIONS! You have just conducted a regresioon with robust standard errors in
STATA!

To compare how HC1 standard errors compare to H02HLC3 standard errors, run the same regression
for two different model specifications. For thesfj run the following model: “reg mpg weight yeesia
america, hc2". For the second, run the followingdel: “reg mpg weight year asia america, hc3”. You
should be presented with the following resultsrvide a summarized estimates table, with t-stesist
provided below the beta coefficients):

estimates table original HC1 HCZ HC3, b(%7.4f) ©(%7.3f) stats(N F r2)

original

-5. 8996 . B99g . B99s -5. 8996
-22. 897 4. 4,724 -24.517
0.7691 0.7691 g 0.7691
16.024 5. 800 . 15.646
0.1144 0.1 0.1144
0. 206 0.162 0.162 0.160
-2.1135 -2.1135 -2.1135 -2.1135
-3.4386 -3.427 -3.396

-16.1207 -16.1207 -16.1207 -16.1207
-4.,159 4. 387 -4.,379 -4, 344

398 398
445,9524 416. 6927 415.4203 408.9430
0. 8195 .E19 0. 8195 0. 8195

Notice that the R-squared value for each model dmdschange if you use different types of robust
standard errors. In using robust standard erveeshave not added/subtracted variables from oureinod
Hence, the variation of the dependent variablearptl by all independent variables should not ceang
Also notice that the estimated beta coefficientsoonvariables have not changed with the inclugibn
robust standard errors. This is because, as nmeatipreviously, heteroskedasticity does not intcedu
bias to beta coefficients, it only understatesrtisédndard errors. Finally, notice that, despite the
weight independent variable, the use of robustdstaherrors has decreased our t-statistics foyéae
and the origin dummy variables. Moreover, as wearfoom HC1 to HC3 standard errors, our t-statéstic
become smaller, indicating that HC3 standard erpoogluce larger, more unforgiving standard errors
than its predecessors. While MacKinnon and WHi®@8%) demonstrate that HC1, HC2 and HC3 are
asymptotically equivalent, and hence one shouldbeopreferred over the other, Long and Ervin (2000)
demonstrate via simulations that HC3 should beepred for datasets with small sample sizes (lems th
250 observations).
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STATA COMMAND 10.4:

Code:“regress varl var2 var3 ..., robust/hc2/H¢3vhere varl is your dependent variable, and var2,
var3, ... are your independent variables and robe@tite3 are your HC1/HC2/HC3 standard
errors.

Output Produced: Conducts an OLS regression withgostandard errors.
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Practice Problems:

Practice problems for Lesson 10 require the datasdtN delegate parking violations and corruption
used in Lesson 6.

Practice Problem 1: Construct a model examiningitHaence of corruption and regional dummies on
violation rates. What happens to corruption’s pted beta coefficient if you add loggdp as a farth
independent variable? What problem could accoamthis change (hint: you should provide two types
of evidence which identifies this problem)? Whaitild you do to correct for this problem?

Practice Problem 2: Re-run the regression modetiwikamines the influence of corruption and rediona
dummies on violation rates. Create a scatter\pitit the residuals of this model on the y-axis #mel
fitted values on the x-axis. Do you suspect tles@nce of heteroskedasticity? Does a White tegtosti

or refute your suspicions?

Practice Problem 3: If heteroskedasticity is preserthe above model, what type of standard errors
should you include in its specification. Be specifiRe-run the above model with the properly sjeatif
standard error. What happens to the significafi@®iwuption? What happens to the significancéhef
Europe, Asia and Oceania dummy? What happen®teatnes of their beta coefficients?

Practice Problem 4: Run a regression model whia@méxes the influence of log GDP per capita and
regional dummies on LOG violation rates; you wiledl to create a natural log of violation ratesthi&
“gen” command. Create a scatter plot with thedwssiis of this model on the y-axis and the fittetliea

on the x-axis. Do you suspect the presence ofdekedasticity? Does a White test support or eefut
your suspicions? Why do you think you obtainedréeailt that you did?
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Lesson 11: Logistic Regression Analysis

Learning Objective 1: Estimating and interpreting the output of logistic regression in STATA
Learning Objective 2: Calculating fitted probabilities for the likelihood of y=1 outcomes in STATA

Learning Objective 3: Graphing fitted probabilities which demonstrate the relationship between
the value of X and the likelihood of a y=1 outcoma STATA

Logistic (logit) regression is used when the depandrariable is dichotomous (binary). It is used to
predict the likelihood of whether a dependent \@eas present, for example:

_ {1 if an individual beleives global warming is man —made
T 0if otherwise

The appropriate probability distribution for a bipaariable is the binomial distribution. UnlikeLS or
linear probability models, in a logit regressiondah we are unable to make claims about how a malrgi
change in X influences the likelihood of a y=1 aume. Rather, when we explain a dependent variable
within a logistic model, we attempt to explain fivebability of a certain outcome occurring.

The use of a linear probability model [Pr(y=1)fF+ fiX; + G:X; +---+ 5, X;] to estimate a

dichotomous dependent variable is problematic fevegl reasons. One, the homoscedasticity
assumption is automatically violated. The erram& [ = y — Pr{v = 1)] are no longer normally
distributed, and their variance becoraés= Pr{y = 1)« [1 —Pr{y = 1)], which implies that the
variance of the errors depends on Pr(y=1), and enéime values of one’s independent variables. The
primary problem associated with linear probabiliodels, however, is that expected probabilities
produced are unbounded, which means predicted Ipitities may be smaller than O or greater than 1.
Logistic (logit) regression models avoid this peshl by forcing the output (predicted values) to be
bounded by 0 and 1. Logistic regression estimatesransformation of the predicted probabilityyofia

an iterative maximum likelihood estimator. In lpgive express a predicted y=1 outcome via the
following logistic transformation:

Priv=1|X,X5, .., X;) = elPotBaXet BaXot SR j(q 4 glPot BaXet BaXat-+Brdil) (Eq11.1)

Unlike OLS, logit models possess a cumulative stashdogistic distribution (an s-shaped probability
curve which indicates the likelihood of a y=1 outeofor all values 0¥4).** The “logit’ command in
STATA specifies the use of this non-linear techeiglbut careful attention must be paid to the
interpretation of its output. Logit coefficientsealog odds units — expressed in equation 11.1d- an
cannot be read in the same manner as beta coeffidier OLS. This lesson will instruct you how to
conduct a logistic regression analysis, how torpret your output, and how to construct and grajpof

13 The primary difference between logit and probitdeis is that the latter possesses a cumulativelatdmormal
distribution. Other than differences in distritmts, both models tend to produce similar outputs.
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probabilities. The data used in this lab stemsfthe 2008 Oregon Energy Policy Survey. You will
assess whether there is a relationship betweetypleof news programs a respondent listens to (ive w
focus only on general, local news programs and @rd@ublic Broadcasting) and whether an individual
believes that global warming is a man-made phenomeiihe variables in the dataset include:

manmadeglobalwarm: A binary variable assessing enethe respondent believes that global
warming is attributed to man-made causes with Yésr and O for no

renewinformed: The respondent’s self-reported mfation level on renewable energy policy in
Oregon on a 4 point ordinal scale: 1 for “Not imfed”; 2 for “Somewhat informed”; 3 for
“Informed”; and 4 for “Very well informed”

income: The respondent’s reported annual pre-ta@n@ on a 10 point scale: 1 for “less than
$10,000", 2 for “$10,000-$14,999", 3 for “$15,0004999", 4 for “$25,000-$34,999", 5 for
“$35,000-$49,999", 6 for “$50,000-$74,999", 7 fo&$75,000-$99,999”, 8 for “$100,000-
$149,999", 9 for “$150,000-$199,999” and, 10 foR0®,000+"

education: The highest level of education complétethe respondent: 1 for Elementary School,
2 for Middle or Junior High School, 3 for High Satp4 for Vocational School, 5 for Some
College, 6 for College Graduate and, 7 for Grad&atsool

collegedummy: A binary variable assuming the valti¢ if the respondent has had some level of
college, and O if otherwise

female: A binary variable assuming the value dftheé respondent is female, and O if otherwise
oregonpb: The frequency which the respondent wat€@regon Public Broadcasting (OPB) on a
4 point ordinal scale: 1 for “never”, 2 for “infragntly”, 3 for “frequently”, and 4 for “very
frequently”

news: The frequency which the respondent watches television news and special programs
on a 4 point ordinal scale: 1 for “never”, 2 fonfliequently”, 3 for “frequently”, and 4 for “very
frequently”

ideology: The respondent’s self-reported politigaw-point on domestic policy issues on a 5
point ordinal scale: 1 for “Very liberal”, 2 for fheral”, 3 for “Moderate”, 4 for “Conservative”
and, 5 for “Very conservative”

age: The age of the respondent in years

liveinORE: The number of years the respondentilvad in Oregon

Let's begin with a simple logit regression analysiat analyzes the relationship between frequeriicy o
engagement with local news and OPB, and whethandividual believes global warming is man-made.
To conduct a logit regression, click on the “Stadss tab at the top of the page. Then click “Bina
outcomes”, followed by “Logistic regression”. Yebould see the following box:
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legit - Logistic regression, reporting coefficients =10 T
Model | bydifsn | Weights | SE/Robust | Reporting | Max options
Dependent varable: Independent varables:
nanmadeglobalwam |E| oregonph news |E|
Suppress constant tem
Options

(Cffset warable:

[+]

Retain pefect predictor varables

E E | [ oK || Cancel || Submit |

Select manmadeglobalwarming as your dependentbkari@nd oregonpb and news as your primary
independent variables. In this case we do notthenrisk of imperfect multicollinearity with both
variables, as they share a weak, and insignificamtelation coefficient. Click “Ok” and you shausee
the following output:

logit manmadeglobalwarm oregonpb news

log likelihood
ession 406
66, 94
0. 0000
0.1363

.1269529 7.4 . . 6851256 1.192772
.1406289 . . -.4930505 0582047
L4922264 .B -1. 87749 . 0520018

CONGRATULATIONS! You have just conducted a logistt regression in STATA!

Notice the presence of iterations before the outpllie — this is the result of the maximum likebllo
estimation which is used to estimate (non-lineag)ticoefficients. Similar to OLS, there are thpeces
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of information from the above output that are impot for statistical inference. The first is tredue and
corresponding p-value of our log likelihood LR Glguared statistic. Similar to our F-statistic ibS)if

we are presented with an insignificant Chi-squatadistic, we cannot reject the null hypothesid¢ tha
entire model is insignificant (that all beta coefnts of our dependent variables are equal to)zero
other words, if you are presented with an insigatfit Chi-squared statistic, you must either abarydon
model or re-specify it until it becomes significantor the output above, we are presented with a
sufficiently large Chi-squared statistic (66.94yglue=0.0000); we can therefore comfortably refaet
null hypothesis that the overall model is insigrafit.

STATA COMMAND 11.1:

Code:“logit varl var2 var3 ..”, where varl is your dependent variable, and vaa3, ... are
your independent variables.

Output produced:Generates logistical regression output, whera te¢fficients of independent
variables are expressed in terms of log-odds.

The second and third pieces of vital informatiomrespond to the sign of the beta coefficient asd it
significance. Unlike OLS, logit models use z-stits to indicate significance, rather than t-stags.
The computation and mechanics of both, howeveravperery similarly, though their critical valuesr f
90%, 95% and 99% confidence are not identical. kilyicp-values produced in STATA will help you
overcome these problems. Similar to OLS, if teealcoefficient of an independent variable exhibits
significant z-statistic (i.e. one higher than a 98886 critical value), then we can claim it hasgngicant
influence on the predicted probability of a y=1amme. From our output above, the beta coeffiaient
the frequency of use of Oregon Public Broadcastmdighly significant, yet the beta coefficient
associated with local news programs is insignificgrthe 90% level. Hence, we are unable to caieclu
that the frequency of local news program viewinfjuiences the likelihood that an individual believes
global warming is a man-made phenomenon.

Unlike the log likelihood Chi-Squared statistic andtatistics associated with beta coefficientsictvh
share relatively similar interpretation across tagid OLS, the value of the beta coefficients fugitl
cannot be read in a similar manner as OLS. OL% leefficients indicate the influence of an
independent variable’s marginal change (i.e. on¢ iaorease) on a dependent variable. Logit beta
coefficients, on the other hand, are expresseermg of log-odds units, specified by equation 11f1he
coefficient is significantly negative, higher vasuef X will produce a lower likelihood of a y=1 aoime.

If the coefficient is significantly positive, high@alues of X will produce a higher likelihood ofyal
outcome. Aside from this general assessment, weatassess the magnitude of the probability ofl y
outcome from the above output. There are, howdwermethods to better interpret how different eslu

of X; influence the likelihood of a y=1 outcome; 1) oddBos, and 2) fitted probabilities.

Odds ratios indicate how the odds of a y=1 outcuar@es between two values ¥{. If an odds ratio is
larger than 1, this indicates that the odds of & gatcome increases #s assumes a higher numerical
value. If an odds ratio is smaller than 1, thidiéates that the odds of a y=1 outcome decreas#s as
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increases. Interpretations of odds ratios are y@walative to a baseline category/valuekpf because

they are, by construction, the ratio of the oddsafg=1 outcome for one value &f versus another (i.e.
0dds{OPE=3)
Odds(0OFE=2)
modification of the above logit model into the STATcommand box: “logit manmadeglobalwarm
oregonpb news, or”. You should be presented wighfollowing output:

= odds ratio)! To present your output in terms of odds ratietype the following

. logit manmadeglobalwarm oregonpb news, or

-245, 59229
-213.0986
-212.12837
-212.12414

406
66.94
0. 0000

0.1363

odds rRatio std. Err.

2.57011 . 3262828 744 . 2.003961 3.2096204
. BO45896 .1131486 . . . 6107604 1.059932

CONGRATULATIONS! You have just conducted a logistt regression with odds ratios in STATA!

Odds ratios will always be larger than zero. We icéerpret the beta coefficient for oregonpb deves:

for an individual who listens to OPB “frequently’q. an oregonpb coding of 3), the odds that he/she
believes that global warming is man-made is 2.57es that of an individual who listens to OPB
“infrequently” (i.e. an oregonpb coding of 2). Weuld alternatively state, “as the frequency dklisng

to OPB increases by 1 unit, the odds that an iddadi will believe global warming is man-made
increases by 2.57 times”. Supposing that the betfficient for news were significant, we would
interpret its odds ratio as follows: for an indiwad who listens to local news “frequently” (i.enaws
coding of 3), the odds that he/she believes thatbadlwarming is man-made is 0.805 times that of an
individual who listens to local news “infrequentli’e. a news coding of 2). We could alternativetiyte,

“as the frequency of listening to local news inses=saby 1 unit, the odds that an individual willi&ed
global warming is man-made increases by 0.80 ti@&9% reduction)”.

14 Odds ratios are especially convenient for inteéipgedummy independent variables in logit, as teterence
category automatically serves as the baseline value
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STATA COMMAND 11.2:

Code:“logit varl var2 var3 ..., dt, where varl is your dependent variable, and vaag3, ... are
your independent variables.

Output produced:Generates logistical regression output, whera beefficients of independent
variables are expressed in terms of odds ratios.

You may notice that the interpretation of oddsoratequires a benchmark of comparison (i.e. the
likelihood of witnessing a y=1 outcome for one \alof .X; over the likelihood of withessing a y=1
outcome for another value 4}). If you want to gauge the probability of witnegsa y=1 outcome for
an absolute value ¢¥; without a benchmark value, odds ratios will notdfenuch help. Rather you
must compute predicted probabilities of a y=1 omteananually, by substituting in the predicted logit
model (expressed in log odds, not odds ratiosk bdo equation 11.1. Say you wanted to deterrtfiee
probability of a y=1 outcome for an individual whatches Oregon Public Broadcasting “frequently”
(value of 3) from the original logit output abov&o do so, first solve the log odds output for aRBO
value of 3; make sure to include the constant, ethér variables even if their beta coefficients are
insignificant. For simplicity, we will insert theean value for the other variables — 2.848 forldual
news variable — into the model. You should obth&following computation:

Logit = -0.9127 + 0.9439(3) — 0.2174(2.848) = 1299 (Eq. 11.2)

Once you have calculated your logit log odds vdtueyour model, substitute this number for your log
odds equations in Equation 11.1:

Pr(y=1| OPB=3) z{12%%8) r(1 4 ¢(129%8)) = 0,785 (Ed.3)

This output tells us that an individual who freqgihefistens to OPB has a 78.5% probability of being

that global warming is man-made, holding all otivetependent variables at their mean. While this
computation was tedious to obtain, the good newlsalsSTATA will compute these probabilities foruyo
via the “prvalue” command. The “prvalue” commasdiipost-estimation command and is unique to the
regression output that precedes it. To calculhee gredicted probability of a y=1 outcome for an
individual who watches OPB *“frequently” in STATAyfe in the following code into your STATA
command box immediately after your regression dutfprvalue, x(oregonpb=3) rest(mean)”. You
should be presented with the following output:
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. logit manmadeglobalwarm oregonpb news

log Tikelihood = -245.59229
log 1 ' -213.0986
' -212.12837
-212.12414

406
66,94
0. 0000
0.1363

. 9430486 .1269529 744 . . 6951256 1.192772

-. 2174229 .1406289 -1. . -.4930505 . 0582047
-. 9127442 .4922264 -1. . 0B . 0520018

. prvalue, x{oregonpb=3) rest{mean)
logit: Predictions for manmadeglobalwarm
confidence intervals by delta meth

0.7859
0.2141

CONGRATULATIONS! You have just calculated the predcted probability of a y=1 outcome for
specified independent variable value in STATA!

As you can see, STATA provides the identical priedicprobability for a “frequent” OPB listener,
holding all other variables at their mean, which emnputed above. STATA also provides the 95%
confidence level of our predicted probability. Tipevalue” command computes fitted probabilities o
variety of specified independent variables. Fareple, if age, education, and gender were addedrto
above model, and we wanted to compute the probatiilat a 42-year-old “frequent” user of OPB with a
college degree believed that global warming was-made, we would simply modify the “prvalue” code
after the extended logit model (“logit manmadeglalaam oregonpb news age education female”) to the
following: “prvalue, x(oregonpb=3 age=42 educatiéprest(mean)”.

STATA COMMAND 11.3:

Code:“logit varl var2 var3 ..”, where varl is your dependent variable, and vaa3, ... are
your independent variables.
“prvalue, x(var2=# var3=# ...) rest(medh)

Output produced:Calculates the fitted probability of a y=1 outarfor the specified values for var2 apd
var3, while holding other independent variablethair mean.
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The final logit presentation command you will lednnlab today relates to the graphical presentation
predicted probabilities in STATA. The strengthstbé “prvalue” command is that it can compute
predicted probabilities for any specified valueyofur independent variable(s). The weakness of the
“prvalue” command, however, is that it can only gae one predicted probability at a time. While th
“prvalue” command is convenient when assessingstbgificant likelihood of a y=1 outcome for a
dummy variable, which has limited responses, it lsamuite tedious when assessing the likelihood of
y=1 outcome across an entire range of a continundspendent variable. The “prgen” command
overcomes this weakness, in plotting the fittecbphilities of a y=1 outcome across all possibleiealof

Xy. The code, which is user-written, is quite techhiso make sure you have inserted the propeasynt

into your STATA command box.

Like the “prvalue” command, “prgen” is a post-esatiion command that is unique to regression output.
Let's revert back to our simple logit model, whéie probability of a y=1 outcome for the beliefttha
global warming was man-made was solely a functio®@®B and local news watching frequency. We
will use the “prgen” command to depict fitted prbbgies of a y=1 outcome for all possible valuds o
OPB listening frequency. First, re-run the logibdel in STATA by typing “logit manmadeglobalwarm
oregonpb news” into the STATA command box. Immedjaafter the output is presented, type the
following code into the STATA command box “prgenegonpb, from(1) to(4) generate(prOPB)
rest(mean) gap(l) ci”. The “from() to()" syntaxostd be the complete range of your independent
variable (i.e. the maximum and minimum values). Tgap()” syntax is the desired interval spacing
between your maximum and minimum independent vieigblue, and the “ci” syntax indicates that you
want STATA to produce 95% confidence intervals asged with your fitted probabiliti€S. You
should see the following output:

Variables Pl cgistic regr

MName Label Ty

manmadeglobalwarm ManMadeGlobal... by
renewinformed RenewlInformed by
income Income by
education Education by

female Female by g . 9 7
news Mews by -.9 .48 : . . .B7749 . 0520018
oregonphb OregonPB by

ideology Ideology 5%. prgen oregonpb, from(1) to(4) generate(proPE) rest(mean) gap(1l) ci

age Age b . _

Iiiedinoregon LiiedinOregon b; logit: P va oregonpb varies from 1 to 4.

prOPEx Changing value o... | flt

prOPBRD pr(0) fle i

prOPBpl pril) fle |8

prOPEpdlb LB pr{0) fle

prOPBplib LB pr(l) fle

prOPBpOub UB pr(0) 1. A

prOPBplub UB pr(l) fle

Before we proceed to graphing, there are two feattio emphasize about the generated output of the
“prgen” command. The first feature is the creattdmew variables — your fitted probabilities of=0

and y=1 outcome. Notice that after you run “prg&m”STATA, 7 new variables are added to your
variables box (highlighted in red). The variableslude the predicted probability of a y=0 outcome

5 1f you are unsure what the range of your independariable is, you can determine it via the “summel
command.
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across all values of oregonpb and its associatquerupnd lower (95% CI) bound (“prOPBpO0”,
“prOPBpOub” and “prOPBpOIb”, respectively), as wel the predicted probability of a y=1 outcome
across all values of oregonpb and its associatquerupnd lower (95% CI) bound (“prOPBpl”,
“prOPBplub” and “prOPBpllb”, respectively). Becaubere are only two outcomes for the dependent
variable in a logistical model, we only should dragne of these predicted probabilities (either lBO®

or prOPBpl). When we cover ordinal logistic regres analysis, however, attention must be paid to
fitted probabilities of (n-1) other dependent vhlgaoutcomes. The second feature to emphasizet abou
the “prgen” command is that it can only be condddte the entire range of one independent varig@hle
our case oregonpb). While this feature seems abvi@s we can only have one x-axis on a two-
dimensional fitted probability graphic), it limisur ability to graphically depict fitted probabiés for
independent variables that may share a quadragitareship with the log likelihood of y. In otherords,

we cannot run prgen on oregonpb and oregdahultaneously. We will discuss ways to overcdhis
problem in applied logistic analysis in the nexsien.

After you have calculated your fitted probabilitf ay=1 outcome for all possible values of oreggnpb
you can graph these values, along with their 95#fidence interval bound via the “graph twoway”

command. Type the following syntax (verbatim) intour STATA command box: “graph twoway

(connected prOPBp1 prOPBX, clcolor(black) clpai(hdl(connected prOPBplub prOPBX, clcolor(black)
clpat(dash)) (connected prOPBplib prOPBX, clcoladk) clpat(dash))”. You should be presented with
the following graphic:

[of] Stata Graph - Graph = || =) E
File Edit Object Graph Tools Help

Boe Ok

lul Graph| 4b %

— 4

1 2 3 4
Changing value of oregonpb
—— pr(1) ——¢-- UBpr(1}
——+—- LB opr(1)
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CONGRATULATIONS! You have just graphed the predicted probabilities of a y=1 outcome for
all possible values of an independent variable inTATA!

You'll notice that the above graphic produces thens predicted probability for an individual who
frequently (oregonpb value of 3) listens to Oregublic Broadcasting that we estimated earlieraldo
simultaneously produces fitted probabilities fdragher values of oregonpb, a feature which issiatred
by “prvalue”.

STATA COMMAND 11.4:

Code:“logit varl var2 var3 ..”, where varl is your dependent variable, and vaa3, ... are
your independent variables.
“prgen var2, from(min) to (max) generate(prFIT) rgstean) gap(interval) ¢i where var2 is
the
Independent variable whose range for which youtw@nonstruct fitted probabilities of y=1,
from(min) to(max) is the range of your independeariable, generate(prFIT) indicates the
constructed fitted probabilities, gap(intervaly@ur interval spacing on your x-axis, and ci
indicates you want 95% confidence intervals caliaa
“graph twoway (connected prFITpl prFITx, clcolor(btk) clpat(solid)) (connected prFITplul
prEITX, clcolor(black) clpat(dash)) (connected prHipllb prFITx, clcolor(black) clpat(dash))

Output produced:Graphs the fitted probability of a y=1 outcomeross all possible values of var2,
while holding other independent variables at thesan.

Caveats Cannot graphically depict fitted probabilitiesioflependent variables in polynomial forms

Logistic regression analysis enables a researohesriduct statistical inference with a binary dejee
variable. Logit models share several features WS, including: the log likelihood Chi-squared
statistic can be interpreted in a similar fashienGLS’s F-statistic, z-statistics associated widtab
coefficients can be interpreted in similar manresst-statistics produced in OLS, and logistic msdel
encounter similar problems regarding multi-collingga omitted variable bias and (quadratic) funotb
form. The interpretation of beta coefficients inogit model, however, cannot be treated in theesam
manner as OLS. Logistic regression models aresticgily transformed. Their beta coefficients, whe
interpreted properly, indicate how absolute valuwdsindependent variables affect the predicted
probability of a y=1 outcome, as well as the odid&itnessing a y=1 outcome for two relative valoés
an independent variable (i.e. odds ratios). Theynotbe interpreted as the influence of a marginal
change ir¥; ony.
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Practice Problems:

Practice Problem 1: Run a logit model which predidte effect of the four following independent
variables on the likelihood that an individual beks global warming is man-made: OPB watching
frequency, local news watching frequency, an imtliali’'s gender and whether the individual attended
some level of college (collegedummy). Before exang the odds ratios, how would a respondent’s
gender and college attendance influence the priityethiat he/she believed climate change is manefiad

What can you conclude about the model’s signifieaas a whole?

Practice Problem 2: Re-run the above logit mod#l wdds ratios, rather than log-odds beta coeffits.
How can you interpret the odds ratio for gended? vihether an individual attended college?

Practice Problem 3: Using the above model, caleulla¢ probability that a woman who has attended
some level of college will believe that climate nba is man-made. How does this probability compare
for a woman who has not attended college? Isifferehce significant?

Practice Problem 4: Add income as an independatdhla to the logit model you estimated in problem
1. Does the probability that an individual beligwbat climate change is man-made increase or @gzre
with income? Is this effect significant? Usingethprgen” command, graphically depict how an
individual’s probability of believing that climathange is man-made as an individual's income btacke
increases (make sure to include 95% confidenceviis).
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Lesson 12: Model Specification for Logistic RegressAnalysis

Learning Objective 1: Understanding how omitted varable bias influences odds ratios and
predicted probabilities of logit models in STATA

Learning Objective 2: Understanding how to detect dr multicollinearity within logit models in
STATA

Learning Objective 3: Assessing the interaction ofndependent variables on fitted probabilities
within logit models

Learning Objective 4: Creating quadratic independenm variables in for logit models, and
interpreting their (fitted probability) output in S TATA

In the last lesson, you were introduced to the diations of logistic analysis. Like OLS, logit mdslare
subject to several assumptions, although theyatrasisevere as OLS’s. These assumptions include:

1. Observations are randomly sampled from a populatibaret; has a binomial distribution with
the probability parameter Fi(=1) = E{;)
The outcomeY; is discrete and can only embody the values 0 or 1
The logit of Pr¥; = 1)° depends on the logistically transformed valuesalbfexplanatory
variables through the properly specified linearction &, + & ,X; + -+ £ ,X,

4. Logit[Pr(D; = 1)] possesses a cumulative standard logitiloligton

5. No (perfect) multi-collinearity

Logit shares several assumptions of OLS. AssumgBiassumes that the logistically transformed model
is properly specified and linear, while Assumptidrassumes no (perfect) multi-collinearity. Hence,
omitted variables, quadratic functional form, anallicearity issues between independent variables
influence the results of logit models in a simitashion that they do for those of OLS models. Give
Assumptions 1 and 2, however, logit models do oéfes outlier problems like OLS — extreme residuals
in ¥; cannot occur because the outcomesYofare limited to 0 and 1. Moreover, becauseis

dichotomous and is assumed to have a binomialilaligion, no further assumptions about error terms
(= ¥;—Pr(¥; = 1)) or their variances are required; this explainsy veror terms are usually not

explicitly included in formulas for logistic regien?’ In this lab, we will first focus on how omitted
variables and imperfect multicollinearity yield sian effects on estimators in logit as they do ihS)

6 Written formally asPriy = 11X,,....Xy) = g+ Er¥us wsBui) oy 4 g(Fa+ By v+ By

" This is not to say that logit models never enceuproblems with heteroskedasticity. However, gitieat the
errors of Prf; = 1) exhibit a standard logidlistribution, unlike probit models where errors ikha standard
normal distribution, heteroskedasticity is lessagiroblem for logit models. Nevertheless, it isgible to conduct
logit models with robust standard errors in STABAd researchers often employ robust standard exarsntrol

for heteroskedasticity, even without formally tagtfor it.
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using the 2008 Oregon Energy Survey data from theigus lab. We then focus on the use of quadratic
terms and how to account for interactions betwesstependent variables, whose interpretation is
dramatically different from that of OLS.

Let’s begin with the discussion of omitted variablases in logit. Despite the fact that resideals only
embody two values in a logit model (either 11#)ror 0-Pr{;)), they continue to absorb omitted variables

that are not accounted for within our specified glod If these variables are correlated with other
independent variables, they will introduce biashiir beta coefficients, skewing results away fritveir
“true” value. Recall from Lesson 9 that omittediahbles do notntroduce bias to OLS if they hold an
insignificant relationship with the outcome variabl Likewise, they do not introduce bias if theg ar
uncorrelated with included independent variablasrih the baseline logit regression we used fofasie
lab, where the predicted probability of an indiatibelieving that climate change was man-made was
solely a function of the frequency they listenebtiviiched local news and Oregon public broadcasting.
You should be presented with the output below:

logit manmadeglobalwarm oregonpb news

log Tikelihood =
log 1ikeldih =
log 1ikeld =
log 141k =
log likelihood =

406
66. 94
0. 0000
0.1363

Logistic regression

Log likelihood = -212.12414

. 3439486 .126956 7. 44 . . 6951194 1.192778
-.2174229 .1406314 -1. . -.4930553 . 0582095
-. 9127442 L4922337 -1.8 -1.877505 0520162

Estimate the pair-wise correlation coefficient ajeawith oregonpb; you should obtain a low and
insignificant correlation coefficient. Now add age a control to the model. You should obtain the
following output:
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logit manmadeglobalwarm oregonpb news age

log 'I'II-.'-"I'IhI_II_n_J C

Tog 11 -210. 4"."."5
log 11 iy -209, 20589
log Tikeliho -209. 2034

Tog Tikelihood -209.2034

406
f2.78

0. 0000
0.1482

Logistic regression

Log likelihood =

conf.

175h223 7. 206 . . 6814851 1.18567
7 -.4149217 .16093 lQ
. . 39 . -.0323041 -. 003199
759076 .JEDQ*EE .3 .76 -1.314605 . 9627899

Notice that the beta coefficient associated withltdg odds of oregonpb has mivastically changed with
the inclusion of the previously omitted age varglylou will notice the same result if you estimatils
ratios. This is because age and oregonpb ladfréfisant correlation between each other. Nowdudel
the female dummy as an independent variable, wlares a weak albeit significant relationship with
oregonpb (check this via the “pwcorr” command).u¥ahould be presented with the following output:

logit manmadeglobalwarm oregonpb news age female

-245.
-1599.

log Tikelihood 59
1
-197.16
1
1

log 1likelihood
1ﬂﬂ Tikelihood
'Illﬂ 14 ihood

C R
log Tikelihood

2
16
) 54
4
-197.154

[
.
5

406
96. B8
0. 0000

ic regression

Log Tikelihood =

. BEB4411 .1316318 0.0 . . 6104475
-. 1148255 .1559031 e .48 -.42039
-. 0185655 0077848 . 38 . 017 .0338234

1.213596 .2531026 4.79 . 7175237
-. 5718466 L 6127565 .5 .35 -1.772827 hEQl’4l

While the reduction in oregonpb’s estimated logddefficient has not become significantly diffaren
from the baseline model, its value has been redgsesh the inclusion of the female dummy. Thithis
omitted variable bias applied to logit — noticetttiee empirical result is similar to that withessedLS.
If correlations between omitted and included vdaatare more severe, the biasing effect shoulddre m
substantial. However, as we add independent wagdbat share high(er) correlation with each gthet
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only will the omitted variable bias become more axgpt, like OLS, but also we encounter a greater
likelihood of imperfect multicollinearity.

Logit is subject to a similar (no) perfect multigedarity assumption as OLS, and hence encounters
similar problems associated with imperfect mulioglarity. Like OLS, the inclusion of two indepeard
variables that are highly correlated fails to biegit's log-odds coefficients, but does increase th
standard errors associated with them. To demdastings effect, we will add an independent variable
assessing how many years the respondent has hv@deigon (liveinORE). Before you run your logit
model, calculate a pair-wise correlation with agel diveinORE. You should be presented with the
following output:

pwcorr TiveinORE age, sig

TiveinoRE 1. 0000

m

0.7919 1.0000
0. 0000

The number of years lived in Oregon and a respdiglage are highly correlated with each other, and
the correlation coefficient is well within range thfe “severe” multicollinearity benchmark of 0.780
discussed in Lesson 10. Let's see what happenpsirtdogit output above if we add liveinORE as an
independent variable. Type “logit manmadeglobalwaregonpb news age female liveinORE” into the
STATA command box. You should be presented with ftllowing output (I present the output in a
condensed estimates table, with p-values belowskeciated beta coefficients):

estimates table Modell Model2 Model3, b(%7.41) 7.3F) stats{chiz N)

Modell Model?2 Model3

oregonph 0.9439 0. 8684 0. 8694
0. 000 0. 000 0. 000

-0.2174 -0.1148 -0.1089

L s 0.461 0.486

age -0.0186  -0.0144
0.017 0.235

female 1.2136 1.1838
0. 000 0. 000

TiveinoRE -0.0049
0.651

_cons . 5718 -0.5759

0.348

66,9363 96. 8755 a7 . 0832
406 A06 406

Tegend: b/p

168



Notice that the p-value associated with age’s lddsobeta coefficient becomes insignificant (i.e0.4»
when we add the number of years lived in Oregora afependent variable. This is the imperfect
multicollinearity problem applied to logit! Addingariables that are highly collinear with each othe
produces similar output to OLS, namely that whhe {log odds) beta coefficient remains relatively
stable, the standard error associated with thes dafficient increases substantially.

In OLS, we detected the presence of (severe) roaollinearity via two means. The first was a paisev
correlation assessment, identical to the one cdeduabove. If the absolute value of the correfatio
coefficient was high (i.e. between 0.75 and 0.Bgré was strong evidence for the presence of severe
multicollinearity. The second method we used ttedemulticollinearity was variance inflation facto
(VIFs). STATA does not have a post-estimation c@mchfor variance inflation factors after logit like
does for OLS, because these auxiliary regresselgsupon OLS, rather than lodft. You can, however,
calculate variance inflation factors manually. &eérom Lesson 10 that variance inflation factare

defined a whereR? is the unadjuste®? from the auxiliary regression ¢.'° To (manually)

1
S111—R=}’
calculate the VIF for liveinORE, run a linear reggmn with liveinORE as the dependent variable, and
oregonpb, news, age, and female as the independeatbles. You should be presented with the
following output:

reg liveinORE oregonpb news female age

S5 df MS Number 15 = 406

) 181. 68
Q4220.4637
51989, 519

146209. 98

4582946 . 3709109 . 23 . 6640577 1.580647
7072093 6825311 . . 6345769 2. 048995
-5.720226 1.153063 4.9 . 7 ¥ -3.4534322
.BB61333 . 0356089 4. . 6 . 9361367
-1. 320759 2.799307 . -6. 82391 4,182391

Given that the unadjusted R-squared for this aansilregression is 0.6444, our VIF for liveinORE \Wbu
e—— =12812.
(1-0.6444)

CONGRATULATIONS! You have just calculated a manual VIF score for an independent
variable!

18 Auxiliary regressions which serve as the foundafir VIF scores for dummy (i.e. binary) indepenideariables
can be estimated via the “vif’ command in (OLSkkn probability models.

9 For further information on the computation of eae inflation factors, consult Studenmund, 201Hapger 8,
Section 3.
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You'll notice that the VIF does not exceed Studendisl (2011) threshold of 5, although it does exceed
Allison’s (2009) threshold of 2.6. While liveinOREVIF score is not sufficiently high, according to
some econometricians’ standards, its significairtyise correlation coefficient raises concerndewere
multi-collinearity. Your treatment of multi-collearity in logit should be identical to how you et for
multi-collinearity in OLS; you can either ignoreetiproblem, drop the (repetitive) independent véegiab
or expand your sample-size.

The above exercises demonstrated empirical sitmdaribetween logit and OLS in regards to the
fulfillment of their assumptions. Issues relattogoias and accuracy, which result from omittedaldes
and imperfect multi-collinearity, effect logit an@LS in similar manners. There are specification
features, however, where the two regression tedesigadically differ. One, mentioned above, is the
issue of outliers and influential cases. Givert tdy two outcome values are possible for logianal 1,
and hence only two possible values for its resglualgit will never encounter problems with outlier
Consequently, because logit does not encountetgmmsbwith outliers, it also will not suffer from ek
regarding influential cases outliers with high leage.

A second major difference between logit and OLSictvlis often disregarded in the literature, is tise
and interpretation of interaction terms. Unlike &Uogit by definition is an interactive model. €rh
probability of a¥;=1 outcome is not only dependent upon a changf ibut is also contingent upon the

values of all other independent variables. Moreowatlined by Norton, Wang, and Ai (2004), product
terms in logit cannot be read similarly to OLS hessa 1) The sign on the interaction term may switch
for different values o, and 2) the statistical significance of an interaction tezamnot be determined

from the z-statistic reported in a regression oytps it too may change for different valuesiaf*°

While this means that product terms are problemasid¢heir coefficients cannot be read at faceeyahe
good news regarding logit's non-linear design iattlve can study interactions between independent
variables without having to formally construct ateraction term. We will utilize the “prgen” comnth

to depict possible interactions between an ind@fdugender and the frequency with which they watch
Oregon Public Broadcasting.

Re-run the logit model above, where the probabiityan individual believing that global warming is
man-made is a (log-odds) function of whether thegtclw Oregon Public Broadcasting, local news
programs, the individual’'s age, and the individs@énder; do so by typing “logit manmadeglobalwarm
oregonpb news age female” into the STATA command bdsing the “prgen” command, let's produce
two fitted probability graphics. The first will kbe likelihood of a woman (i.e. female=1) beliayitnat
climate change is man-made is a function of heclag frequency of OPB; the second will be whether
the likelihood of a marfi.e. female=0) believing that climate change ismmaade is a function of his
watching frequency of OPB. This will require theea@tion of two fitted probability graphics with
“prgen”. Let's start with the fitted probabilityrgphic of a woman. Modify the “prgen” command used
in the last lesson to the following code: “prgeegonpb, from(1) to(4) generate(prOPBF) x(female=1)
rest(mean) gap(1) ci”. Notice, that the only thihgt has changed between the prgen syntax herthand
prgen used in last lab, is that we have identifiegbecific value for a second independent variaiblthis
case a female respondent. Also, we have changedatme of our generated probability (prOPBF, you

2 Berry, DeMeritt, and Esarey (2010) argue thagéisttcally significant interaction term in logihd probit models
is neither necessary nor sufficient for variabtesiteract meaningfully in influencing Pr(Y).
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should allocate different names to your fitted @doibties in order to distinguish between them)ouY
should be presented with the following output, aad variables:

51 10gIt Manmadegionalwarm ore..,

38 prgen oregonph, from(1) to(4] .. . logit manmadeglobalwarm oregonpb news age female
89 drop prOPBx- prOPBplub

30 legit manmadeglobalwarm ore. E

n prgen oregonph, from(1) to(4) ..

fariables x
Mame Label i ;
news Mews f
oregonpb OregonPB -
ideclogy Ideclogy
age Age
livedinoregon LivedinOregon
liveinORE
_est Modell esample(] from e...
_est_Model2 esample) from e...
_est_ Model3 esample() from e...
collegedummy =
rOPBFx Changing value o...
rOPBFp0 pr(0}
rOPBFpl pr(l)
rOPBFplIb LB pri0)
rOPBFpllb LB pril)
rOPEFplub UB pr(0)
rOPREATR LB a1 TrmrreTd

STATA has created 7 new variables, your fitted philities of a y=0 and y=1 outcome, as well asrthei
upper and lower bounds (highlighted in red). Thpsgbabilities have been constructed for a female
outcome of 1 only; hence they only represent tieelipted probabilities of a y=1 outcome for womdim,
calculate fitted probabilities for men, type in ttedlowing code into the STATA command box: “prgen
oregonpb, from(1) to(4) generate(prOPBM) x(femalerdst(mean) gap(1) ci”. In this case we have
specified fitted probabilities for a male resportd@re. female=0). You should be presented with th
following output, and new variables:

88  prgen oregeonpb, from(l) to(®) ...

89 drop prOPBx- prOPBplub
90 logit manmadeglobalwarm ore...

406
0.0000

91 prgen oregonph, from(1) to(4) ... =
92 prgen oregonph, from(1) to(4) ...

Variables s
g . 8684411
MName Label o -.1148255
_est_Model2 esample() from e..
_est_Model3 esample() from e..
collegedummy
prOPBFx Changing value o...
prOPBFp0 prid)
prOPBFpl pril)
prOPBFpOlb LB pr{0) _
prOPEFpllb LB pr(1) b 1 . 8448 53.3 01
E:EEE:SE: Eg E:g . prgen oregonpb, from(1) to(4) generate(proPeM) x(female=0) rest(mean) gap(1) ci
prOPEMx Changing value o... logit: P e 15 oregonpb varies from 1 to 4.
prOPBMp0 prid)
prOPBMpl pril)
prOPEMpOIb LB pr{0)
prOPBMplib LE pr(1)
prOPBEMplub UB pr(0)
prOPBEMplub UB pr(l) I [Command
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Similar to above, STATA has created 7 new varigblesur fitted probabilities of a y=0 and y=1
outcome, as well as their upper and lower bouniglfghted in red) for a male respondent. Nowt tha
we have constructed our fitted probabilities fag female dummy, we can enlarge our “twoway graph”
syntax to depict fitted probabilities by OPB use lfoth men and women on the same graph. Type the
following syntax into the STATA command box - vetiba- into your STATA command box: “graph
twoway (connected prOPBFpl prOPBFX, clcolor(blatkhat(solid)) (connected prOPBFplib prOPBFX,
clcolor(black) clpat(dash)) (connected prOPBFplu®RBFX, clcolor(black) clpat(dash)) (connected
prOPBMpl prOPBMx, clcolor(blue) clpat(solid)) (ceuied prOPBMpllb prOPBMX, clcolor(blue)
clpat(dash)) (connected prOPBMplub prOPBMX, cldblore) clpat(dash))” Note: you'll need to
distinguish between the two fitted probability gnags by color, so indicate that you want to deptted
probabilities for women in black and men in bldéou should be presented with the following output:

loll Stata Graph - Graph = || =] E3
Eile Edit Object Graph Tools Help

Boe bk

Mﬁraph| 1 b X

— o

1 2 3 4
Changing value of oregonpb
—— pr(1) ——+—- LB pr(1)
——+=- UBpI(1)  —— pr(1)
——+—-LBpr(1) —-+—- UBpr(1)

CONGRATULATIONS! You have just graphed how the interaction betweenwo independent
variables influence the predicted probabilities ofa y=1 outcome in STATA!

172



There are some important conclusions to take away the above graphic. Both men and women
witness increasing probabilities of a y=1 outcoastheir OPB use increases. However, women exhibit
a more pronounced impact of OPB use on the prababfla y=1 outcome than men for lower values of
OPB watching frequency (i.e. 1-3) than for higherels (i.e. 4). In other words, the graphic inthsa
that there is slight convergence between the twamlges, not only in the predicted probability of aly
outcome but also its associated confidence intenad OPB watching frequency increases. We can
interpret this to mean that being a female furtmagnifies the likelihood that an individual withwo
OPB listening frequency will believe that globalmwing is man-made. This interaction is contingent
upon two features, however. One is the presencerofergence or divergence between the two graphics
If the probability curves were parallel across\alues of OPB, there would be no interactive effect
between OPB levels and the female dummy. The sefeature which is required to determine a
significant interaction effect, is the lack of olagr between (95%) confidence levels across allesbf
OPB. If these intervals did overlap across th&@emnange of OPB, we could not claim with confidenc
that the influence of OPB on the probability of slyoutcome significantly differed by varying degee
between men and women across the range of OPB.

STATA COMMAND 12.1:

Code:“logit varl var2 var3 ..", where varl is your dependent variable, and vaa3, ... are
your independent variables.
“prgen var2, from(min) to (max) generate(prFITv1)wér3=valuel) rest(mean) gap(interval)
ci”
“prgen var2, from(min) to (max) generate(prFITv2) wdr3=value2) rest(mean) gap(interval)
Ci”
where var3 is the independent variable whoseant®n you wish to test with var2, and valuel
and value2 are selected values to distinguish lmtaehigh/present vs. low/absent levels of
var3
“graph twoway (connected prFITv1pl prFITv1x, clcolgmack) clpat(solid)) (connected
prEITviplub prFITv1x, clcolor(black) clpat(dash)jiconnected prFITv1pllb prFITv1x,
clcolor(black) clpat(dash)) (connected prFITv2plFmTv2x, clcolor(blue) clpat(solid))
(connected prFITv2plub prEITv2x, clcolor(blue) clp@ash)) (connected prFITv2pllb
prEITv2x, clcolor(blue) clpat(dash))

Output produced:Graphs how the interaction between two independammbles influences the
predicted probabilities of a y=1 outcome

Though logit models are interactive by nature, hadce enable us to examine the interaction between
two independent variables without introducing adoict term, their construction fails to account fon-
linear forms of independent variables. Assump8af logit supposes that the log-transformed mdslel

of linear functional form. If the distribution girobabilities is quadratic across valuesipf a traditional

logit model will be unable to account for this. \Wan correct for the log-transformed linear funatib
form assumption by introducing a quadratic terno iotir logit model, as we did in OLS. The influence
of a quadratic term, particularly on predicted ysttcomes, should be interpreted cautiously given
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problems which arise from introducing product tetimte logit. The shape of the curve indicated g t
guadratic term’s sign and its inflection point dae interpreted in a similar manner as OLS. However
you should double check that the quadratic fornumes its significant U/hump-shape across all values
of Xy via the “prvalue” command.

Let's end this lesson with the examination of agiue quadratic relationship between age and the
probability that an individual believes climate nga is man-made. Create a quadratic term of age vi
the “gen” command’ Then run the following logit model above whicls@includes the quadratic term
of age. You should be presented with the followongput:

logit manmadeglobalwarm oregonpb news age age2 female

. 59229

38.17481

log 11k 35. 6B00S
log 11k 15. 63142
.B63139

406
99,492
0. 0000
0.2034

.1327496 o7 . .6323712 1.15274
.1563602 .7 . -.4219976 .190923
. 0458749 .08 . } -.1857088 -. 0054903
0004178 .7 . -. 0001044 0015332
. 2548722 4. 58 . .B671758 1.6662560
1.25B676 . -1.189346 3.744575

Both age’s linear and quadratic terms are significand the sign on the quadratic term is positive,
indicating a U-shaped relationship between agethadredicted probability of an individual beliegin
that global warming is man-made. Both the lingadl guadratic term are significant; we can therefore
calculate the inflection point [recall from LessBrthat this iS—fnear/(2 * Bouadras:c) |- Given the

output above, the minimum of our U should lie at9dg-(-0.0955995)/(2*0.0007144)]. We can now use

our “prvalue” command to approximate whether tigmigicant U-shape persists for all possible valags
22

age:

When assessing whether a quadratic relationshipigt@rbetween¥; and the probability of a y=1

outcome across all values @&, it is helpful to use the “prvalue” command to esss how fitted

probabilities change relative to the inflectionmgoi You should calculate at least five fitted pablities
of Xi's linear and quadratic term: 1) the probabilitytteg minimum ofX;; 2) the probability for a value

2 To create a quadratic term of a variable, vare tigen varsq = var*var” into the STATA command box.

2 Though the use of prgen would be more ideal, gttranit plots the fitted probability across allgsible values of
an independent variable, we are limited in its mapion to quadratic relationships, because it oamhot fitted
probabilities for more than one term.
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of X; between its minimum value and the inflection po8)tthe probability at the inflection point; 4)eth
probability for a value ofX; between its the inflection point and its maximumlue; and 5) the
probability at the maximum c¥;. If the calculated probabilities conform to a Uitp-shape, and more
importantly the confidence intervals associated with these proibiaisildo not expand for specific
segments o¥;, then you can be confident that a quadratic klahip is significantly consistent across
all values of¥;. Given the minimum and maximum values of agedf8 94), let's calculate the fitted

probability of a y=1 outcome, for age’s linear angadratic term for the following values; 18, 30,96
80 and 94.

Similar to the previous lab, we will utilize ther{@lue” command to calculate the fitted probabibfya
y=1 outcome for a specified value %f. This time, however, you must not only include timear value,

of age, but also the quadratic value of your indeeatvariable. Type the following five post-estimation
commands, immediately after your (quadratic) logitdel, into the STATA command box:

“prvalue, x(age=18 age2=324) rest(mean)”
“prvalue, x(age=30 age2=900) rest(mean)”
“prvalue, x(age=66.91 age2=4476.95) rest(mean)”
“prvalue, x(age=80 age2=6400) rest(mean)”
“prvalue, x(age=94 age2=8836) rest(mean)”

You should be presented with the following predigieobabilities:
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prvalue, x(age=18 age2=324) rest(mean)
logit: Pre tions for manmadeglobalwarm

confid e inte oy O 1 method

935! Inte
0.9258 [ 508, 1.0007]
0.0742 0.1492]

logit: Predictions
Confide
onf.

0.8566 [ 0.7873,
0.1424 [ 0.0742,

prvalue, x({age=66.91 age2=4476.95) rest{mean)
logit: Predictions for manmadeglobalwarm
Confic

. 6246,
L2384,

0.
0.3983]

prvalue, x({age=9

logit: Pre

Interval
1.0030]
0.4184]




CONGRATULATIONS! You have just assessed a quadrati relationship between an independent
variable and the probability of a y=1 outcome in SATA!

Notice that the predicted probabilities of a y=1amme conform to the quadratic relationship. Hoevev
the 95% confidence intervals of the relationshipMeen the quadratic form of age and the predicted
probability of a y=1 outcome expand for higher eswf age; these bounds are presented in Figute 12.
below. Given that the confidence intervals expanhldrger values of age, and given that the lowkre|
bound of our predicted probability continues tofoom to a linear relationship, we must conclude tha
the quadratic relationship between age and a ytéome is not significant across all values of age.
Consequently, we should drop the quadratic termm foor logit model. This exercise further emphasize
the false sense of security a researcher may olftain logit results, particularly those relating to
guadratic and interaction terms; significant casdfits on both the linear and quadratic term do not
guarantee that a quadratic relationship will halcbas all values of X. Confidence intervals foadratic
terms are more likely to expand at extreme valdég o This enhances the possibility of an insignifican

guadratic effect acrogi;’s entire range, in the following circumstancesy@yr quadratic term displays

“low” significance (i.e. it is significant at a 9&r 95% confidence level rather than a 99% confidenc
level); 2) the inflection point of the parabolariear the min/max o%4; or 3) there is little variation in

your data near the min or max region due to thesspaumber observations present at these extigme

values (this would be a classic heteroskedastjmitblem, which could be corrected with the use of
robust standard errors).

Figure 12.1: Fitted probabilities and upper/loweuibds for the likelihood of global warming
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STATA COMMAND 12.2:

Code:“logit varl var2 var3 ...”, where varl is your dependent variable, and vea2?, ... are
your independent variables.
“prvalue, x(var2=# var2=#, ...) rest(mear)

Output produced:Calculates the fitted probability of a y=1 outarfor the specified values for var2's
linear and quadratic term, while holding other ipeledent variables at their mean. Multiple probghbil
calculation, and assessment of their upper andrlbaxends enable the determination of a (significant
guadratic relationship between var2 and Pr(Y=1).

To conclude, logit shares several assumptions WHS — correct model specification, no perfect
multicollinearity — which yields similar outcomes how the violation of these assumption influence
model results. However, given that logit is a #igally transformed, and hence interactive, mdnel
design, several properties associated OLS (i.eptasence outliers and the marginal interpretatibn
interaction terms, and the assessment of quadeatits) do not apply similarly to logit analysisar€ful
consideration must be given to logit's unique cargdton and how the log odds transformation
influences result interpretation and model desigrailure to do so can yield incorrect conclusions
regarding hypothesis testing.
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Practice Problems:

Practice Problem 1: Run a logit model which predittte effect of the five following independent
variables on the likelihood that an individual beks global warming is man-made: OPB watching
frequency, local news watching frequency, an irtliai’s gender, whether the individual attended some
level of college (collegedummy), and income brack€gan you detect a significant interaction between
income bracket and college status on the probgliiit an individual believes global warming is man
made? (Hint: You will need to display this gratiig via the “prgen” command).

Practice Problem 2: Add education as an independmidble to the logistic regression above. What
happens to the beta coefficient on the college dymaniable? What phenomenon do you suppose is
causing this change? Provide two types of eviderteh would lead you to this prognosis.

Practice Problem 3: Run a logit model estimating mobability that an individual will believe that
global warming is man-made is a (log odds) functidrihe following independent variables: watching
frequency of OPB, watching frequency of local newhkgether the individual is a female, whether the
individual has some level of college educationlég@dummy), age, and a linear and quadratic teramof
individual's (domestic) political ideology (assurttgs is a discrete scalar variable where lower eslu
indicate the individual is more liberal, and high@ldues indicate the individual is more consengtiv
What happens to the beta coefficient for OPB watglirequency, relative to a logit model where the
probability of man-made global warming beliefs ety a function of OPB and local news watching
frequency? What statistical phenomenon can accfaunthis difference in beta coefficients? Is the
difference in OPB’s beta coefficient significantween the two models?

Practice Problem 4: Using the output from pracpsgblem 3, what is the predicted relationship betwe
an individual's political ideology and the probdtyilthat he/she believes that global warming is man
made? What is the inflection point? Is the (ga#d) relationship significant across all values of
political ideology (Hint: you should compare thesgdue output for all values of ideology as wellitss
inflection point value)? If the relationship istragnificant, would you describe it as linear?es&mt an
(Excel) graphic of the predicted probabilities atmir upper and lower bounds to support your
conclusions.
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Lesson 13: Ordinal Logistic Regression Analysis

Learning Objective 1: Estimating and interpreting the output of ordinal logistic regression in
STATA

Learning Objective 2: Calculating and graphing fitted probabilities for the likelihood of ordinal
outcomes in STATA

Learning Objective 3: Assessing the transferabilityof significance in continuous independent
variables in ordinal analysis

Learning Objective 4: Testing the proportional oddgparallel regression assumption for ordinal
analysis via the Brant test and what estimation adirnatives one can use if the assumption is violated

For the analysis of dichotomous dependent varialblesused logistic regression, a maximum likelihood
estimator technique. Logit could be used for thalysis of dichotomous (dummy) variables that are
nominally measured (i.e. have no numerical meaaimg) cannot be ranked) or ordinally measured (i.e.
have no numerical meaning but can be ranked, ssch &igh” or “low” outcome). While logit
regression is helpful in the analysis of qualitatdata it suffers one major caveat; only two outom
categories are allowed for the dependent variablaltinomial logit and ordinal logit regression dysis
overcome these caveats. The former is a techniged to perform statistical analysis on a nominrally
measured dependent variable with more than twogosags and is discussed in the next lesson. The
coding of these categories have no numerical mganid they cannot be ranked. The latter, whi¢hds
subject of this lesson, is a technique used tooparstatistical analysis on an ordinal-measuredhibe
with more than two categories. The coding of thesgegories have no numerical meaning but they can
be sequentially ranked (i.e. Likert scales, respomstcomes of “low”, “medium”, and “high”, etc.).
Given that Likert scales are frequently used tesssittitudes, beliefs and preferences, ordinal &g
popular method among social scientists who examtiese social phenomena via surveys. Assuming we
had an ordinal variable with three categories, weld code the y outcome as follows:

1iflow
v =42 if medium
3if high

Ordinal logit stems from similar (empirical) undempings as logit. Like logit, ordinal models are
logistically transformed from a baseline linear mbdHowever, the functional form of ordinal logitnot
identical to logit because the probability of anselwved outcome for a set of independent variables
(X1, ..., Xy ) depends on the logistically transformed model betwa pair of cut-off points for y (the
values when we transition from one ordinal categorgnother). For logit, we did not have to worry
about cutoff points. Because there were only tetwames, 0 and 1, the (implicit) assumption was tha
the value that divided these outcomes was 0. Herowords, if we did not realize an outcome of @, w
could automatically assume that the outcome woeld.blf we have 3 or more outcomes however (i.e. 1
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2, and 3), we cannot implicitly assume that theugahat divides a 1 and 2 outcome is the sameeas th
value that divides a 2 and 3 outcome. That isayp that we may realize different changes in the
probability of realizing a y=3 outcome, if we comgat to a probability of realizing a y=1, versus2y
outcome. For this reason, we must incorporate(ithe) cut-off points into ordinal logit’s functioha
form, which can be written as follows:

Priy =1|X,,....X.) = Pr{v = cutl)
Priy =2|Xy,....X, )= Pricutl = v = cut?) (Eg.13.1)
Priy =3 |Xy, 0, X)) = Pr(cut2 =v)

wherev = § X + 5 X, + -+ X, + €. Notice, that there are no y-intercepts in ordiogit. These

are replaced with cut-off points which can be usedalculate predicted probabilities of being in a
particular category for an observation which haggivalues of an independent variable(s). Onitie r
hand side, unlike logit, we have introduced mudtiploutcomes. Consequently, in ordinal logit, Wits
the analysis away from the probability of realizeag=1 outcome in the dependent variable and tavard
the probability of realizing a y outcome for highersus lower categories. Hence, with ordinaltloge

do not gauge the probability of one outcome, buitipia outcomes. This makes the interpretatioowf
results a bit different, and caution must be giteethe interpretation of beta coefficients.

Because ordinal logit models are log transformidy tshare several of logit's general assumptiores (w
will not discuss assumptions of multicollinearitydathe omitted variable bias in this class, althotigese
statistical problems apply similarly to ordinal ibg@s they did to logit). Five central assumptiais
ordinal logit are:

1. The logit of Pr§; =1, 2, 3...) depends on the logistically transfednvalues of all explanatory
variables through the properly specified linearction E{Kl + -+ E;Kn (similarly to logit, this

assumes that the model does not suffer from artesiariable bias)
2. Logit[Pr(¥; =1, 2, 3...)] possesses a cumulative standard digjribution (hence correcting the

“unbounded” problem associated with linear prohgbihodels)

3. The relationship between each pair of outcome grdup. “low”, “medium” and “high”) is the
same; in other words, ordered logistic regressesummes that the coefficients that describe the
relationship between the lowest versus the medindhhigh categories of the response variable
are the same as those that describe the relatphstween the medium and highest category, and
so on. This is referred to as the proportionalsfiprallel regression assumption.

4. No severe under- or over-representation of a dependariable outcome (more likely to be
fulfilled if there are fewer ordinal categories)

5. No (perfect) multicollinearity

Ordinal logit’s first assumption implies that theodel is non-linear. Hence, the interpretation efab
coefficients should not be treated in a similar maras OLS; the influence &} on the likelihood of a

y=1, 2, 3... outcome depends on the levels of akwoihdependent variablés.We begin the lab with a

% Similar problems with interaction terms and quédreerms in logit also apply to ordinal logit.
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general presentation of ordinal logit output andrho interpret it. We will utilize data from ther€yon
Energy survey, yet this data set has two additivaghbles which will serve as our (ordinal) depemd
variables:

» ecocrisisexag: The respondent’s self-reported opion whether the so called “ecological crisis”
facing human kind has been exaggerated on a 5 palimial scale: 1 for “Strongly Disagree”, 2
for “Mildly Disagree”, 3 for “Neutral”, 4 for “Mildy Agree” and, 5 for “Strongly Agree”

* humanmod The respondent’s self-reported opinion on whelthanans have the right to modify
the natural environment to suit their needs orpaibt ordinal scale: 1 for “Strongly Disagree”; 2
for “Mildly Disagree”; 3 for “Neutral”; 4 for “Mildy Agree” and 5 for “Strongly Agree” (this
will be the dependent variable for the practicebpems)

Let's begin with a simple ordinal logit regressitmat analyzes the relationship between genderpieco
and age (the independent variables), and an ingaV&l (ordinal) opinion on whether the ecologicasis
has been exaggerated (the dependent variable)cofduct an ordinal logit regression, click on the
“Statistics” tab at the top of the page. Thenlkcli©rdinal outcomes”, followed by “Ordinal logistic
regression”. You should see the following box:

ologit - Ordered logistic regression [o | = | =]
Model |b1,rfrf,-"|n I Weights I SE/Robust | Reporting I Mz uptiunsl
Dependent variable: Independent variables:
ecochisisexag E female age income |z|
Offset varable: (optional)
[=]
(0K [ Cancel |[ Submi |

Select ecocrisisexag as your dependent variabldemmale, age and income as your primary independent
variables. Click “Ok”, you should see the followinutput:
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ologit ecocrisisexag female age income

log likelih -1021. 2285
-081.46501
-081.46491

log 1i} d = -981.64091

log likelihood

649
79.53
0. 0000
0.0389

ordered logistic regression

Ml og likelihood = -981.46491

-1.185286 . 1498928 . . B915015
0183817 . 004094 . 6 . 0264059
-. 064567 0371436 e . -.137 00823231

/ NV :1.]_
.1530378 1.432324
1.114991 2.42963

CONGRATULATIONS! You have just conducted an orderal logistic regression in STATA!

Ordinal logit output is similar to logit output four respects. Firstly, the LR chi-squared statisan be
treated identically; if the statistic is highly sificant, we can reject the null hypothesis tha tverall
model is insignificant (i.e. the log-odds valuesoaf beta coefficients are all equal to zero). $beond
similarity between logit and ordinal logit is tHadth use maximum likelihood iteration techniqudsis
means that like with logit, STATA will continue testimate a model via multiple iterations until the
lowest (absolute value) log likelihood is producedhe third and fourth similarities relate to thetd
coefficients of ordinal logit. Like logit, ordin#bgit’s beta coefficients are expressed in terfrle@ odds
and hence you should not express your resultgiimstef marginal changes as you did in OLS. Fowyrthl
significance of the log odds beta coefficients bardetermined by the z-statistic and its corresponp-
value. If a variable exhibits high significancehweither a significantly large z-statistic, origrsficantly
low p-value, we can claim with high confidence thaher levels of that variable should significgntl
increase (or decrease) the likelihood of fallin@pihigher (versus lower) ordinal categories.

STATA COMMAND 13.1:

Code:“ologit varl var2 var3 .”, where varl is your dependent variable, and vea23, ... are
your independent variables.

—

Output produced:Generates ordinal logistical regression outptiene beta coefficients of independen
variables are expressed in terms of log-odds.

Ordinal logit and logit differ from each other imrée respects. The first, mentioned above, isdttanal
logit requires cut off points (these are estimatedhe “cuts”, highlighted in yellow, above) totdguish
between the transition from one ordinal outcomartother. You will always be presented with n-1- cut
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off points, as indicated in the functional form Bfjuation 13.1 above. These tell STATA, when you
estimate your fitted probabilities, for what valuegs; &y + X, + -+ + 5. Xy, + €) should be bounded by

when estimating the likelihood of falling into (lhigr) categories. The second and third differences
between ordinal logit and logit relate to the iptetation of beta coefficients and significance
(differences in significance claims are assess&mWe In logit, if we were presented with a sigogntly
positive beta coefficient, we could claim that awrease inX; led to a higher probability of a y=1

outcome. In ordinal logit, however, there is méhan one possible outcome. Hence you have to
interpret your results more generally. In the cafsthe beta coefficient on the female dummy, we ca
claim that “women are less likely to fall into heghagreement categories that the belief that the
ecological crisis is exaggerated, compared to mMiemlowever, we cannot determine the ordinal category
(i.e. “strongly” disagree”, “mildly disagree”, “n&nal”, “mildly agree”, and “strongly agree”) thatomen
would lose this enhanced probability. Hence, youl@ not claim that women are less likely to falla

the “strongly agree” “mildly agree” and “neutralategories, relative to men. The “prvalue” command
can be quite helpful in helping you distinguish viie¢n which two ordinal categories enhanced

probabilities for¥; shift to reduced probabilities.

Let's determine the likelihood that women, relatisamen, will fall into higher agreement categoneth

the statement that the ecological crisis is exaggdr Type in “prvalue, x(female=1) save” into the

STATA command box. This is a slight differencesyntax from our previous lessons, where we only
examined the probability value for a y=1 outconsdative to a y=0 outcome. You should be presented
with the following outcome:

prvalue, x(female=l) save

ologit: Predictions for ecocrisisexag

Confidence intervals by delta m

0.4212
0.2017
0.1637
0.1210
0.0925

dge

54.14792

We can deduce from this particular model's outghat twomen are highly represented within the
“strongly disagree” category concerning the exagten of the ecological crisis. However, you méspoa
notice, given the overlap in categorical confidemtervals, that women are not significantly legelly

of falling in the “mildly disagree” compared to tHmeutral category”. Moreover, they are not
significantly less likely of falling in the “neutifa compared to the “mildly agree” category, atdeat a
95% confidence level. Similar to logit, given niplé categories for the dependent variable, yowlksho
never interpret probability output for one valueXafin isolation. Rather, ordinal output needs to be

2 Alternatively, one could claim that women are miikely to fall into higher disagreement categorilean men.
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compared and interpreted across multiple value§, ofWe can do this via the “save” and “diff” syntax

modifications of the “prvalue” command. In the SITA command box, immediately after you typed in
the command “prvalue, x(female=1) save”, type “fuea x(female=0) diff’. You should be presented
with the following output:

prvalue, x(female=1l) save
ologit: Predictions for ecocrisisexag
confidence intervals by delta method

05% Conf. Interw
L4217 . 1,
L2017
ET
L1210
. 0025

B B e R —
[ T T T

[ Wl I.‘~J W I et

confidence intervals by delta method

Current
.1819
.1535
.1942
L2203

0

CONGRATULATIONS! You have just conducted an assessent of fitted probabilities for ordinal
logit in STATA!

The change in predictions table above providesti@massessment for hely influences the probability

of falling into a particular ordinal outcome. Nuithat for “current” output (i.e. output for “meré
female coding of 0), there is a significantly lowielihood that men will fall into either the “stngly
disagree” (coding of 1), or “mildly disagree” (cadiof 2) category than women. We can assess this
significance based upon the 95% confidence intdorathange (far-right column). If this column \ger
straddling O (i.e. the upper and lower bound héker@ative signs), we could not claim with sign#itcce

that men were less likely to lie within lower attliinal categories. Moreover, you may notice that
women’s significance probability of lying within itower ordinal categories ends at the “neutral”
category (coding of 3). In other words, while wammore likely to fall into the sl and 2° ordinal
category (strongly or mildly disagree with the staént that the ecological crisis is exaggerated)) are
more likely to fall into the 'S, 4" and %" ordinal category relative to women.
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STATA COMMAND 13.2:

Code:“ologit varl var2 var3 .., where varl is your dependent variable, and vea3, ... are
your independent variables.
“prvalue, x(var2=#) save”
“prvalue, x(var2=#+1) diff”

Output produced:Calculates the change in fitted probability dfoatlinal outcomes for a (1 unit)
increase in var2, as well as whether the differstiicg@robabilities within each individual categdsy
significant for the two values of var2.

A third difference between logit and ordinal logiertains to the issue of significance of continuous
variables. For logit, only two outcomes were polgsifor the dependent variable: 0 and 1. If the
influence ofX; was significant on a y=1 outcome in logit, we cbassume that it would also be
significant for an outcome of y=0; significanceaamtinuous variables, in other words, was symmetric
across dependent variable outcome categories. rdimab logit, however, outcome categories are not
inversely identical to each other on their own. nkks significance of continuous and dummy
independent variables may be asymmetrical acrdsg@aes, even when the log odds beta coefficent i
highly significant. ¥; may have a significant relationship across alugalof one ordinal category, but

may lack significance in another. Under this pieée it is imperative that a researcher check the
significance of continuous variables across theenringe off; for all y outcomes with the “prvalue” or

“prgen” command. Failure to do so may result ialtia conclusions and an improper diagnosis of a
negative/positive relationship betweef and a certain y outcome across all valuesXpf To

demonstrate the danger of loosely interpretingstgeificance associated with a beta coefficient tuva
to the influence of age on the level of agreemeith the claim that the ecological crisis is greatly
exaggerated.

From the output above, age’s beta coefficient gatige and shares a highly significant (well abave
99% confidence level) relationship with agreemargrecological crisis exaggeration. From this attp
we may be tempted to conclude that younger indalglare more likely to fall into higher disagreemen
categories of the belief that the ecological crisiexaggerated, compared to older individualsyolf
made such a statement across all values of ageevieowyou would be slightly incorrect in your
treatment of the “mildly disagree” category. Tonmstrate, let's start by graphing the fitted
probabilities of lying within the 5 ordinal categgs across all values of age. Using the “prgen”
command, type the following syntax into the STATé&mamand box immediately after the ordinal logit
regression output above: “prgen age, from(18) fo@dnerate(prAGE) rest(mean) gap(4) ci”. You
should see the following added independent vargable
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0. 000
0. 000
0.082

Variables
Mame Label Type | F
unemployed Unemployed byte %

collegedummy

float

-0

prigex
prigepl
pragep
pragep3
pragepd
prigep5
pragepllb
pragep2lb
prigep3lb
pragepdlb
pragepslb
prageplub
pragepZub
pragep3ub
pragepdub

Changing value of age
pri1)
pri2)
pr(3)
pri4]
pr(5)

LB pr(1)
LB pri2)
LB pr(3)
LE pri4)
LE pri3)
UB pr(1)
UB pr(2)
UB pr(3)
UB pr(4)

float
float
float
float
float
float
float
float
float
float
float
float
float
float
float

[T R - . T J - - R TN R T S R

-0

m

. prgen age, from(18)

ologit:

c3
x= .530

Command

Like the logit lessons, the “prgen”
logit, however, 5 ordinal categories and their upgred lower bounds are represented rather thara2d0

1), in accordance to the 5 point scale of how thgeddent variable is measured. We can use the same
syntax as we did for logit to graph the fitted mablities across all values of age. Let's starthwit
calculating the fitted probability of a “stronglysdgree” outcome (coding of 1). Type the followtage

into the STATA command box: “graph twoway (connecpeAgepl prAgex, clcolor(black) clpat(solid))
(connected prAgeplub prAgex, clcolor(black) clpasid)) (connected prAgepllb prAgex, clcolor(black)
clpat(dash))”. You should be presented with tHio¥gng output:

|lll Stata Graph - Graph

Help

command haseaddew variables to our variable box. Contrary to

4 x

Eile Edit Graph  Tools
B Lo O [k
MGraph|

[T

=

[

o~

20

40

Changing value of age

60 80 100

—— pr(1)

——+—- LB pr(1)

——+—- UBpr(1)
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Notice that as age increases, the likelihood aingfly disagreeing with the statement that the ego#d
crisis is greatly exaggerated wanes. Moreoves, deicline is persistent across all values of agew
change the above syntax to graph the fitted prdibabi “mildly agreeing” with the statement thdie
ecological crisis is greatly exaggerated (codingdpfby typing the following code into the STATA
command box: “graph twoway (connected prAgep4 psAgclicolor(black) clpat(solid)) (connected
prAgep4ub prAgex, clcolor(black) clpat(dash)) (ceared prAgep4lb prAgex, clcolor(black)
clpat(dash))”. You should be presented with tHe¥ang output:

lnfl Stata Graph - Graph = || =2
Eile Edit Object Graph Tools Help

BEe bk b
M],Graph| T

T T
20 40 60 80 100

Changing value of age
—+— pr(4) ——+—- UBpr(4)
——4+—- |Bpr(4)

Again, a similar result emerges when we examinemipact of age on categories with greater agreement
As age increases, the likelihood of mildly agreewmith the statement that the ecological crisisreagy
exaggerated increases, as we would deduce fromsigineon our beta coefficient in the ordinal logit
output. Let’s produce one more graphic, howevesyrening the influence of age on mildly disagreeing
with the statement that the ecological crisis hesnbgreatly exaggerated. Type in the followingtayn
into the STATA command editor: “graph twoway (cented prAgep2 prAgex, clcolor(black)
clpat(solid)) (connected prAgep2ub prAgex, clcddmk) clpat(dash)) (connected prAgep2lb prAgex,
clcolor(black) clpat(dash))”. You should see thiowing output:
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@, Stata Graph - Graph EI@

File Edit Ohject Graph Tools Help
BHEe Ok k2

MGraph| 4 bk X

T
20 40 60 80 100

Changing value of age
— pr(2) ——%-- UBpr2)
——+—- LBpr(2)

Notice that though mild disagreement with the stetet that the ecological crisis is greatly exagmgpera
decreases as age increases, this decline only tapfter the age of 50; between our minimum age and
50, there is no significant difference in likelitb@f mildly disagreeing with the statement that the
ecological crisis is greatly exaggerated. To aomfthis, type “prvalue, x(age=20) save” and then
“prvalue, x(age=50) diff” into the STATA command»oYou should see the following output:
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prvalue, x(age=20) save
ologit: Predictions for ecocrisisexag
Confidence intervals by delta method

g ( Interval
L4412 . ¥ .5196]
. 2006 L1670, .2342]
L1581 . 18, .1913]
.1142 .08 .1450]
L0859 . 11427

prvalue, x(age=50]

ologit: Change in Predictions for ecocrisisexag

. 2006
U, 1a4 [ s R . R
0.1626 .1142 .048 71, .0695]
0.1402 . 0B850 . 054 ; .0734]

age income
50
20 4 5
30 0

Fd Bd (T

L]

The “prvalue” output documenting the differencdiited probabilities for a 20 year old and a 50ryeld
confirm the output yielded by the fitted probalyilgraphics above. 50 year olds, on average, are mo
likely to either be “neutral” or mildly or stronglggree with ecological crisis exaggeration thary@ar
olds, while the latter are more likely to stronglisagree with this statement. However, outlined in
yellow above, the two age groups do not signifilgadiffer in mild disagreement over the statemelfita
more drastic age comparison were made, say betae®h year old and a 60 year old, a significant
difference would emerge between younger and olgergaoups in the mild disagreement category. Such
an example emphasizes that, when dealing with akttigit, one must be careful in how the significan

of results, particularly for continuous independeatiables, are interpreted. Highly significanttebe
coefficients do not imply significance across adllues ofX; for all ordinal outcomes. Researchers

should be scrupulous and check significance a@bg®ssible values cf;.

One assumption which distinguishes ordinal logitrfrlogit analysis is Assumption 3, the proportional
odds assumption. The proportional odds/parallgkession assumption is unique to ordinal logit
analysis. In layman’s terms, this assumption mehas the relationship between any two outcome
groups is statistically identical. If the proportial odds assumption is satisfied, the beta coefiis
associated with the independent variables for eadmal outcome (i.e. 1, 2, 3, 4, and 5) would be
identical, and probability distributions for eaatdimal outcome would look like the following:
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Proportional Odds Model

1.0 Pri=d17
Pri=2
u] =]
Fri™ =20

M ¢
o o
|.| ) “
HoO. & S m
- ) m
4 ; 0
[ L
0 i
1o-2 0
Y H
Ay

a._.=

Lo m="
[
T T T T T —% T T T T T
o =0 <0 [=pu] =R o0 o =0 < O [=gn] &0 100
FPr=dictox FPre=-Cadictoxe

Source: Friendly, 199Bt{p://www.datavis.ca/courses/grcat/grc6.Html

In this particular diagram, we are presented withoadinal logit analysis for four ordinal outcome
variables. To test the proportional odds assumptiave run (J-1) binary regressions; in this caisetlde
number of categorical outcomes. This allows usiétermine whether the beta coefficients on the
independent variables for the regression whoserpidapendent variable compares an outcome of 1
(y=1) to an outcome of 2, 3, and 4 (y=0) are id=itto those produced when the dependent variable
compares an outcome of 1 and 2 (y=1), to 3 and=8)(yand (finally) whether these are similar to the
regression betas where the dependent variable cempa outcome of 1, 2 and 3 (y=1), to 4 (y=0)alllf
three regressions have similar beta coefficiemtsir t(logistic) distribution will be parallel acresall
values of X (see figure above), indicating that preportional odds assumption holds. Though the
proportional odds assumption is a central cormamestfor ordinal logistic analysis, it is frequently
violated.

Like the White test of heteroskedasticity, the ReynRESET test, and variance inflation factors (VIF)
the Brant test, which determines whether the proportional oddsumption is fulfilled, is a post-
estimation command which is unique to ordinal magpecification. The null hypothesis for the Brant
test is that the parallel regression/proportiorddsoassumption is fulfiled. Hence, a signific&tti-
squared statistic indicates one would have to réfed the proportional odds assumption is validet's
test whether the proportional odds assumptionlfdléd on the above regression model, where thelle
of agreement with the statement that the ecologidals is greatly exaggerated is a function of,age
income and gender. Immediately after you typedittinal logit regression “ologit ecocrisisexag féena
age income”, type “brant” in the STATA command bo%ou should see the following output:

% If your version of STATA does not have the Braestf type “findit brant” into the STATA command tati
Click on the “spostado frorhttp://www.indiana.edu/~jslsoc/statayperlink in the “Web resources from STATA
and other users” section, and then click “clickeh&r install”. This installation package will als@wnload the
“prgen” and “prvalue” command for your STATA progna
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ologit ecocrisisexag female age income

-1021. 2285

on 1:
3: Tog Tikelihood

ic regression 649
79.53
0. 0000
0.0389

Log likelihood = -981.46491

ecocris ] ; 7 > | 2 conf. Interwvall

-1.185286 . 1498928 7.9 . . 47907 .80915015
.0183817 . 004094 4.49 . 000 . . 0264059
-. 064567 . 0371436 e . 082 7 . 008233

.1819797
. 630441
.1530378 1.432324
1.114991 2.42963

m

on Assumption

df

m

CONGRATULATIONS! You have just conducted a Brant test of the parallel regression
assumption in STATA!

You'll notice that the associated Chi-squared stiatifor all independent variables (57.07) is hyghl
significant, and hence we must reject that thellghn@gression/proportional odds assumption holds.
more detailed version of the Brant test can beioéthby typing the following regression commanaint
the STATA command editor: “brant, detail”. You sitehbe presented with the following:
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brant, detail

=1 Wy V3 .|
-1.1182708 -1.0163885 -1.3484918

B . 02506526 . 00625174 01578112 L024231135
m -.12427094 -.15086037 00785441 -, 04736719

£ cons L 74092342 1.1742072 -1.0998324 -2.15B6112

of Parallel Regression Assumption

p=chiz df

L L L

Using the detailed Brant test, we receive the stmstestatistic overall, but are presented withlstddJ-

1) (binary) logistic regressions. The results pnesthe beta coefficients of the four re-coded tyina
logistic regression: 1) a 1 versus a 2, 3, 4, amditome, 2) a 1 and 2 outcome versus a 3, 4, and 5
outcome, 3) a 1,2, and 3 outcome versus a 4 andcdme, and 4) a 1, 2, 3, and 4 outcome versus a 5
outcome. |If the parallel regression/proportionddl® assumption were satisfied, the beta coeffigiéont
each independent variable (except the constantjdamel the same across all auxiliary regressioms. |
accordance with our general Brant test result, avesee this is not the cabe.

STATA COMMAND 13.3:

Code:“ologit varl var2 var3 .., where varl is your dependent variable, and vea3, ... are
your independent variables.
“brant”

Output produced: Conducts a Brant test for the proportional odalsltel regression assumption |in
ordinal logit. If you are presented with a sigeéiint chi-squared statistic (i.e. with a p-valueotne0.10),
you must reject the null hypothesis that the assioms satisfied.

% |n some circumstances (i.e. when one or two otdiategories are under-represented), you may désdimat you
are unable to run a Brant test with your ordinadelo If this is the case, simply type “omodel oDV V1 V2
IV3...” into the STATA command editor. This estimaticommand will provide you with the Chi-squareatistic
for the proportional odds assumption below the esgion output. You may have to download the “ortiode
command before you do this.
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STATA COMMAND 13.4:

Code:“ologit varl var2 var3 .., where varl is your dependent variable, and vea3, ... are
your independent variables.
“brant, detail”

Output produced: Provides detailed beta coefficients of the (rbibjary logistic auxiliary regressions
used in the Brant test. The beta coefficienthefihdependent variable should be identical ifgaellel
assumption is fulfilled .

The bad news about the Brant test, and the paraligession/proportional odds assumption, is thet t
assumption is frequently violated. Moreover, ualitke White test (for heteroskedasticity) or thenRay
RESET test (for model specification), better spgied your model by adding more independent vargble
or increasing your sample size may result in aglaByant test statistic. If you discover that Brant test

is violated, there are two general approaches ywutake. The first is you can simply ignore the
violation and continue using ordinal logit, whick the most common route taken in social science
research. If you decide to do this, however, yastnbe cautious of the following: 1) you cannot ase
interpret odds ratios, as they are not identicalvben outcome categories, and 2) you have to mignual
check significance and influence of your indepemndeariables, similar to the process we employed
above.

A second option you can pursue if you find the Btast violated is to utilize an alternative orditar
multinomial) logistics model which relaxes the podiponal odds assumption. There are several
alternatives one can utilize, but due to its sioifyliwe will focus on the stereotype logistic madel
developed by Anderson (1984). A stereotype logistic model can be used for aidiend nominal
dependent variables. Unlike ordinal logit, therestéype logistic model allows the beta coefficiémt
each independent variable to vary by outcome caye@ee will discuss how this is done below). In
order to conduct a stereotype regression, clicktlom “Statistics” tab, followed by “Categorical
Outcomes”. Click on “Stereotype logistic regressioYou should be presented with the following box

%" The generalized ordered logit model is anotherhomktwhich relaxes the proportional odds assumptoi,its
output is more complex as it treats ordinal catiegdike multinomial categories (hence J-1 setsath coefficients
are produced for J ordinal outcomes).
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slogit - Stereotype logistic regression (== |[=]

Model |byfrfﬁn I Weights I SE/Robust | Reporting I Max options|
Dependent variable: Independent variables:
ecocrsisexag lz‘ age female income lz‘
Cptions
Dimension Base outcome
Constrairts:
:
|| Keep colinear variables (rarely used)
[] Do net generate the comer constraints
(0K ) [ Cancel J[ Sibmt |

Insert your dependent variable, ecocrisisexag, the dependent variable box, and age, income and
female into the independent variable box. Click<"O You should be presented with the following

output:
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slogit ecocrisisexag age female income

d

649
65. 30
Log likelihood = -977.90567 'r ok 0. 0000
(1) [phil1]_cons =1
ecocrisi g Coef. std. Err. 7 = | 2 9 -
0308837 L0093101 . . 0126362

-2.047441 . 2763719 7.4 . -2.58012
-. 1977495 . 0703146 .8 . 005 —.3355h:r

.llJ.hFE

= B own

.30

000124

. 0950786 - .

. 0023455 ] - . .99 T "157127'5'r
0

CONGRATULATIONS! You have just conducted a stereoype logistic regression!

Notice that the beta coefficients hold the same,sliut the significance on income has improved.
Without having to worry about the proportional ofidsallel regression assumption, we can interpret t
above output to indicate that individuals with heghincomes will be less likely to fall in higher
agreement categories compared to individuals withincomes. Likewise, women are less likely td fal
into higher agreement categories that ecologigsisas exaggerated than men. Finally, older imtligls
should be more likely to fall within strong agrearheategories, relative to younger individuals.

A word of caution must be applied to the actuaugabf the beta coefficients for stereotype logistic
regression. You may notice that some of thesefic@afts differ markedly from those produced in
ordinal logit. This is because the beta coeffitdeare not equivalent for each ordinal outcomegmaie
Recall from above that in stereotype logit mod#is, beta coefficient for each independent variable
vary by outcome category — this is because theyt leisnultiplied by the ratio of respectiys (phi),
which will always be positive and will be declinigg the numerical category increases (like theathet
which are similar to ordinal logit's “cuts”, a basategory is always selected fprand hence dropped).
The proportional odds ratio assumption is relaxedtereotype logit, because of these parameters
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which measure the difference between categoried, r@scale probabilities associated with beta
coefficients accordingly — hence beta coefficientast be interpreted simultaneously with, not in
isolation of, the scalars. If you find that twops are equal, then the model does not distinguishigam
these two categories, and they can be collapsedr@gplace” command in the Appendix on data clegnin
will teach you how to do this).

STATA COMMAND 13.5:

Code:“slogit varl var2 var3 .7, where varl is your dependent variable, and vaaP3, ... are
your independent variables.

Output produced:Conducts a stereotype logistic regression, wietdxes the proportional odds
assumption, in STATA.

The “prvalue” command can be used for the “slogwmmand, but only in more recent versions of
STATA (these commands work for “slogit” in STATA Hhd 11.2, but not STATA 10). You may need
to check whether this command is compatible withgislin your version of STATA by typing “help
prvalue” into the STATA command box and checkingsé® whether “slogit” is on the list of models
which “prvalue” serves as a post-estimation commalfid does, you can use it in a manner identtoal
that used for ordinal logit; however, unlike ordiragit, it will not produce confidence intervals
associated with your fitted probabilities! “Prgeis’not compatible as a post-estimation command of
slogit — you will have to revert back to ordinagibfor its use. Ordinal logit is frequently usad the
ordinal analysis tool of choice, even though onésforner-stone assumptions is frequently vialatds
long as caution is exerted in result interpretatiand conclusions are checked via the “prgen” and
“prvalue” commands, ordinal logit is sufficient the analysis of the impact of continuous and dummy
independent variables on ordinal outcomes.
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Practice Problems:

Practice Problem 1: Run an ordinal logit model Whigredicts the effect of the four following
independent variables on the level of agreemerntdhaindividual believes humans have the right to
modify the natural environment to suit their ne€dsmanmod): gender, age, income and political
ideology. Which variables exhibit a significanflience on agreement levels with the statement that
humans have the right to modify the environmenthatjeneral conclusions can you make regarding
these variables?

Practice Problem 2: Using the “prvalue” commandtlos regression output above, in which agreement
categories are women significantly more likely &, frelative to men, regarding beliefs in enviramntal
modification?

Practice Problem 3: Using the “prgen” command anrégression output above, is there a significantly
consistent decline across the political ideologwedle for the “strongly disagree” category? Hur t
“mildly disagree” category? How would you modifgyr general conclusions about political ideology’s
influence on agreement with environmental modifaatin question 1 for the “mildly disagree”
category? How would you interpret the influencepofitical ideology on an individual's likelihood of
falling into “neutral” category on environmental dification?

Practice Problem 4: Conduct a Brant test to detegrifithe above model fulfills the proportional edd
assumption. Can you conclude that it does? dbés not hold, conduct a stereotype logistic resgpas
What happens to your beta coefficients and sigaifie of your independent variables? Are there any
significant changes relative to the ordinal logadal?
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Lesson 14: Multinomial Logistic Regression Analysis

Learning Objective 1: Estimating and interpreting the output of multinomial logistic regression in
STATA

Learning Objective 2: Determining the significanceof an independent variable in multinomial
logistic regression via an LR test and a Wald test

Learning Objective 3: Interpreting beta coefficients in multinomial logit as factor changes in
relative odds

Learning Obijective 4: Calculating and graphing fitted probabilities for the likelihood of categorical
outcomes in STATA

Learning Objective 5: Testing the independence ofrielevant alternatives assumption for
multinomial logistic analysis via the Hausman test

In the previous lessons, we used logistic regras$éiw a variation of it) to examine two types of
dependent variables: nominal variables with onlg tategories (for which logistic regression wasdjise
and nominal variables with multiple categories ihtan be ranked (for which ordinal logistic regress
was used). In the last lesson, you discovered dionitations of ordinal logistic regression, naméhat

its results (in terms of significance and sign) magt transcend all categories if the proportional
odds/parallel regression assumption was violatedhis lesson, we focus on a type of logistic esgion
which can overcome this problem: multinomial logisegression.

Multinomial logistic regression is primarily usedrf nominal dependent variables with multiple
categories whose categorieannot be ranked. Like logistic and ordinal lagistegression, these
categories MUST be mutually exclusive (an obseovatiannot belong to two categorical outcomes of the
dependent variable). Examples of such variablelsidie the type of college major a student chooses f
his/her primary major, an individual's political pyaaffiliation (assuming more than two politicamies

— i.e. Republican, Democrat, Green, Independend),candidate an individual votes for in an election
(assuming more than two candidates are running)panupation (i.e. whether one is a teacher, a alanu
laborer, an administrator, a businessman/womer), ekdultinomial logistic regression can also bedis
for ordinal dependent variables, in the case thdinal logistic regression is not a suitable mautgli
technique. In the last lesson, we discussed thheiproportional odds/parallel regression assionpt
was violated, we could not rely on ordinal logigtigression to produce transitive results for aedlirgal
categories. Multinomial logistic regression, hoeewdoes not rely upon this restrictive assumptaondg
therefore its flexibility permits the examinatiohardinal categories vis-a-vis one another (althoygu
will soon note that this can involve a very tedi@mlysis of pair-wise comparison between categbric
outcomes!).

Multinomial logit, like ordinal logit and standardiogistic regression, involves a logistically
transformation of a baseline linear regression rhotiinlike ordinal logit, however, it does not ilve
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cut-off points which mark the shift from a lowerdoral category to a higher ordinal one. Multinoimia
logistic regression treats every outcome categarym@que; though these categories are assigned a
numerical code to tell them apart, their code lmsumerical value and cannot be ranked as “higber”
“lower” relative to others. Consequently, multinaimlogistic output is strictly comparative; theodl
odds) of an outcome is assessed relative to otiteomes. Assume we have three categorical outcomes
for a dependent variable (suppose we are interaéstadhether a student’s primary major is within the
Arts and Humanities — AH — the sciences — SCI thersocial sciences —SOCIAL). Choosing the Arts
and Humanities as the baseline outcome categoowiparison, the functional form of multinomial
logistic regression can be expressed as follows:

PrisCi|x)
PriAH|x) -

Pr( SOCTAL|x)
TPr(afl) ABosocraan + PrsocraranXy + -+ + Brusocrav)anXi)

M Boscran + BrscnanXy + -+ BrscranXe)
Pr(y= AH, SCI or SOCIAL|x)

Notice from the

here/ is the logisti f . alBor BaFur—+ Bii) .
where/ is the logistic transformation———5——7=5 O T —rrFxr = Bk -

functional form that results are expressed relativa reference outcome category (in the above pkam
Arts and Humanities). In this respect, multinon@dit behaves very similarly to multiple categaiic
dummies; we can always compare one categoricabm@do a baseline/reference category, but if we
want to compare between two non-baseline categonesur case compare SCI and SOCIAL, we must
change the reference category.

Like logit and ordinal logit, multinomial logit pduces beta coefficients in terms of (relative) ¢migls.
Yet compared to the beta coefficients for OLS, dtigiregression, and even ordinal logistic regoegsi
the interpretation of beta coefficients for multimial logistic regression is most restrictive. Besathe
log odds are relative (comparing an outcome cayempoa reference category) all we can conclude faom
beta coefficient in multinomial logit is how an hease in an independent variable will change the
likelihood of falling in one outcome category rélatto a baseline category. In other words, ifwanted

to assess the impact dfy on primary college major decisions by college shid, we would have to do
SO on a pair-wise comparison basisfasas two beta coefficients associated with it i dalbvove model

(B1scr146 @andBy socranan)- \f B1.scran Were positive, the only claim we could make i tiaincrease

in X5 increases the likelihood of a respondent beingiense major compared tm arts and humanities
major. Likewise, iff; sci.ax Were negative, the only claim we could make id #raincrease i,
decreases the likelihood of a respondent beingease major compared #n arts and humanities major.
Other than these general comparative states, wd determine nothing more about the magnitudé;of
on being a science relative to an arts and huneamitiajor. We could also make no statement abaut ho
Xy influences the likelihood of being a social sces:anajor by only looking afy scyan. Our

interpretation of multinomial logistic beta coeféats is general in terms of its influence (eithmarease
or decreasing a likelihood) but specific in its@uhe comparisons (examining how general likelihoods
change on a pair-wise basis only).

Because multinomial logit models are log transfatntbey share several of logit's (and ordinal Ia)it
general assumptions (problem with multicollineardyd the omitted variable bias apply similarly to
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multinomial logit as they did in logit and ordinlagit). Five central assumptions of multinomiagito
are:

6. The logit of Pr§; =1, 2, 3...) depends on the logistically transfedmwalues of ALL explanatory
variables through the properly specified linearction 8, ¥, +---+ B,_.X, (similarly to logit, this
assumes that the model does not suffer from arteniniiriable bias).

7. Logit[Pr(¥; =1, 2, 3...)] possesses a cumulative standard dixgjribution (hence correcting the

“unbounded” problem associated with linear probsbihodels). Categorical outcomes for the
dependent variable must be mutually exclusive.

8. The odds of witnessing one categorical outcome uge@nother are not influenced by the
introduction/removal of an alternative categoryhislis known as the independence of irrelevant
alternatives assumption (or I1A)

9. No severe under- or over-representation of a degpendariable outcome (more likely to be
fulfilled if there are fewer categories)

10. No (perfect) multicollinearity

Multinomial logit’s first assumption implies thaté¢ model is non-linear. Hence, the interpretatibn
beta coefficients should NOT be treated in a sinmianner as OLS; the influence &f on the likelihood

of a y=1, 2, 3... outcome depends on the levels lobtakr independent variabl&s.We begin the lab
with a general presentation of multinomial logitmut and how to interpret it. We will utilize datam

the 2006 General Social Survey (GSS). For this Vvad are going to concentrate on explaining the
influence of individual characteristics (age, sece, income and education level) as well as patson
opinions on wealth redistribution, on an individaglolitical party (our dependent variable, whiabuill
note is a non-ranked categorical variable). Thias#d you are provided with includes the following
variables:

e partyid The respondent’s self-reported political partyfof Democrat; 2 for Independent; 3 for
Republican; and 4 for Other

+ female: A dummy variable embodying a value of 1 if thep@sdent is a female, O if otherwise

» white: A dummy variable embodying a value of 1 if thep@sdent is white, O if otherwise

» age:The respondent’s age in years

» realincome A respondent’s real income at the time of theysyr

» eqgwlth A scalar variable measuring whether an individoglieves that the government should
attempt to reduce the income differences betweeh and poor Iower valuesindicate a
respondent strongly believes the government shendgige in income distribution, whifegher
valuesindicate a respondent strongly believe the goveminshould NOT engage in income
distribution)

* A series of educational dummieblSdiploma which embodies a coding of 1 if the respondent’s
highest level of education is a high school diplpfhéf otherwise;AssocDegwhich embodies a
coding of 1 if the respondent’s highest level ofieation is an Associate’s Degree, 0 if otherwise;
BachDeg which embodies a coding of 1 if a respondentghést level of education is a

%8 Similar problems with interaction terms and quadratic terms in logit and ordinal logit also apply to multinomial
logit.
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Bachelor's degree, 0 if otherwise, an@radDeg which embodies a coding of 1 if the
respondent’s highest level of education is eithévasters or Doctoral degree, O if otherwise
(note, the Less than High Schodl education category is not included within the choyn
variables, and hence serves as the reference cgtego

Before we begin with a multinomial logistic regriess let's examine how our data is distributed asro
our dependent variable outcomes. Assumption IV wtinomial logit requires that the distribution adir
data between the outcome categories should bavetyaeven. If one category is extremely under-
represented, that may skew its pair-wise resultsdo-significance, as we are not able to pick up
sufficient variation within our model. In order Bxamine the distribution of our four political par
outcomes, create a histogram for discrete datai ¢én do this by typing the following command itite
STATA command box: Histogram partyid, discrete You should be presented with the following
histogram:

o T T T T

2
partyid

There are two things you will notice with this loegtam. One, the “Other” category is extremely unde
represented compared to the other political partiéhis may lead to non-significant results forsthi
category given the lack of data availability. Setly, notice that most respondents identify as
independents (category 2). For multinomial logiségression, STATA automatically chooses the most
represented category as the baseline. By defaUATA will choose the “Independent” category as our
baseline for our regressions below.

To conduct a multinomial logistic regression modtitk on the “Statistics” tab at the top of the/ ATA
window. In the drop-down box, click “Categoricalfoomes”. You should obtain another drop-down
tab; click on “Multinomial Logistic Regression”. oY should see the following box:
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mlagit - Multinomial (polytomous) logistic regression EI =] @

Mode! | bysif/in | Weights | SE/Robust | Reporting | Max ptions |

Dependent varable: Independent varables:
partyid |E| female age realincome white |E|
[] Suppress constant tem
Options
& Base outcome
Constraints:
:
[ Keep colinear vanables {rarely used)
o (o ) [ sim

Selectpartyid as your dependent variable afemmale, age realincome and white as your primary
independent variables. Click “Ok”, you should e following output:
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mlogit partyid female age realincome white

-5106. 2864
-4824.1855
-4811. 9675
-4811.7321
-4811.7319

tion O: Tog 1ikelihood
on 1: Tog Tikelihood
Tog Tikelihood

Tog likelih

Tog Tikelihood

4484
589.11
0. 0000

0.0577

Multinomial logistic regression

Log likelihood = -4811.7319
partyid Coef, std. Err. 7 x| 2 95% Conf.

0732273 4. . .1963022 4833481
0021721 ). . 0158127 0243272
1.29%e-06 4. . 3.07e-00 8.11e-06
. 0788137 3. B . -. 8519029 -. 542959
.12144132 1. BE . -1.314285 -. 838244

018347 .0784321 . . -.1353771 1720711
0126519 0023212 .4 . L D081024 L0172014
. 0000106 1.24e-06 » . 8.12e-06 000013
1.300713 1211247 . Fé . 1.063313 1.538113

-2.489897 .1574104 .8 . -2.798416 -2.181379

-. 7547588 . 2679439
-. 0014001 . 007
e-06 3. 60e-06
whi o7 .4730855 . . . 38907 .443537
_cons 373 . 3598139

rtyid==2 is the outco

CONGRATULATIONS! You have just conducted a multinomial logistic regression in STATA!
Notice that multinomial logit output is very diffamt from ordinal logit and logit output — the most
obvious difference is that rather than obtaining enodel, you are presented with (J-1), J being the
number of outcome categories you have. There @re ssimilarities, however, between multinomial
logit and ordinal and standard logistic regressiofhe LR chi-squared statistic of joint significanc
operates in the same manner; if the statisticgblhisignificant, we can reject the null hypothdsiat the
overall model is insignificant (i.e. the log-oddslves of our beta coefficients are all equal t@xelhe
second similarity between multinomial logit and etHogistic models is that they all use maximum
likelihood iteration techniques. Unlike OLS whéine sum of squared residuals are minimized in caler
obtain the final model, STATA estimates all typdslapistic models via multiple iterations until the
lowest (absolute value) log likelihood is producetihe final similarity relates to the beta coefiuis.
Like logit and ordinal logit, multinomial logit's éia coefficients are expressed in terms of log odds
(hence you should NOT express your results in terimsarginal changes as you did in OLS). However,
unlike logit and ordinal logit, these log odds aetative In other words, the beta coefficients for
outcome category 1 (Democrat) can ONLY be integutetlative to the baseline category (Independent).
We can NOT interpret the beta coefficients for Derats relative to Republicans (category 3) unless w
change the baseline category. To do that, go tmatthe multinomial regression box (see output bglow
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and tick the “options” box. Specify that you waotselect the Republican category (coding of 3has
baseline.

mlagit - Multinorial (polytornous) logistic regression o || =] E
Model | by/f/in | Weights | SE/Robust | Reporting | Max options

Dependent variable: Independent variables:

partyid |Z| female age realincome white Iz‘

Suppress constant term

Options
Vo3 Base outcome
Constraints:
v [ Manage.. |
Keep collinear varables rarely used)
g E | [ 0K |[ Cancel || Submit |

Click “Ok” and you should receive the following puit:

mlogit partyid female age realincome white, baseoutcome(3)

1 d

1
1
1
1

4484
589.11
0. 0000

0.0577

. 0845404 .B . 000 7
7 . 00245 . .003 . 0026051
- g i 4. 5 1.24e( . 000 -7.40e-06
} .1228279 7 . 000 -2.23B882
1646431 1. 59 . 000 1.090938

0784321 . .B15 -.1720711 .135377
-.0126519 .0023212 .4 . 000 -.0172014 -. 0081024
-. 0000106 1.24e-06 . . 000 -. 000013 -§.12e-06
-1.300713 .1211247 .74 . 000 -1.538113
2.489897 .1574104 .8 . 000 2.181379 . 798416

-. 7731057 L 2701584 .8 . 004 . 243605
-.014052 . .074

-2.40e-06 . i .67 . 502
. 2155936 L4824 .4 . 655

.971476 .57 3.46 . 001 -3. 088986
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CONGRATULATIONS! You have just conducted a multinomial logistic regression with a
different baseline category specification in STATA! Notice from the output above that because we
have changed the outcome category from “IndepehderitRepublican” the regression output for the
Democratic category (coding of 1) and “Other” catgg(coding of 4) exhibit different beta coefficten
and are associated with different levels of sigaffice. This is to be expected; because beta cieetf

for multinomial logistic regression are relativeadaseline category, if the baseline categorygésrthe
entire output changes. The only output which bearse semblance to the former regression output is
that for the “Independent” category (coding of 2Notice that the beta coefficients are of the same
magnitude and significance but hold the opposda sf the “Republican” category in the output frdme

first regression. This is also to be expectedabse we have merely inverted our baseline categorie
between the two regressions. Rather than examthim@Republican category relative to the Independen
baseline, we have changed our base outcome to eaathe Independent category relative to a
Republican baseline.

STATA COMMAND 14.1:

Code:“mlogit varl var2 var3 ., where varl is your dependent variable, and vea®3, ... are
your independent variables.

Output produced:Generates multinomial logistical regression oytpinere beta coefficients of
independent variables are expressed in termsativellog-odds. Note: the baseline outcome cajego
will be the category with the most observations.

STATA COMMAND 14.2:
Code:“mlogit varl var2 var3 ..., baseoutcome(#)vhere varl is your dependent variable, var2,
var3, ... are your independent varigpdand # is the baseline outcome category desidjibgte

the researcher.

Output produced:Generates multinomial logistical regression outpith a specified baseline outcome
category.

Multinomial logit differs in two important respedi®m ordinal logit and logit. First, its beta ¢h&ents

can NOT be interpreted across all outcome categydoigt rather can ONLY be interpreted between two
categories at a time. In other words, the reportof your results (like dummy variables) is
CONTINGENT upon a baseline outcome category. Taldge as the independent variable of interest
from the regression output above where “Republidanthe baseline outcome category, notice that it
takes on three separate values; 0.0074 for the #ideah vs Republican” category, -0.0127 for the
“Independent vs Republican” category, and -0.01di the “Other vs Republican” category (all are
significant on a confidence level of 90% or high&®&cause we are given three different beta coeffis

for age, we have three different results interpi@tafor the same variable! This is very differéram
ordinal logit or logit, where we could make speziffor logit) or more general (for ordinal logit)
interpretations for how an independent variabledoted the dependent variable across the dependent
variable’s entire range. For multinomial logit, &ee restricted to making pairwise interpretationsy.
Given that the beta coefficients are in terms tdtive log odds, we would have to (genergliyterpret
age’s influence on party affiliation as followas age increases, the odds of an individual being a
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Democrat increases relative to a Republican; as imgeeases, the likelihood of an individual being a
Independent decreases relative to a Republican, asdige increases, the odds of an individual being
affiliated to an “Other” political party decreasa®lative to the Republican partyLike ordinal logit and
logit, we interpreted the log odds beta coefficieint a general matter (i.e. increases or decrehses
odds/likelihood...), however, we had to do so in latree manner (only comparing the influence of an
independent variable on the likelihood of observing categorical outcome relative to a baseline).

The second major difference between multinomialtlagd other forms of logit is the transfer of beta
significance across outcome categories. We wigtes®ome problems with this in the ordinal logit
lesson, but for multinomial logit, problems asstemiiawith the transferability of independent varebl
significance across categories are more obviousamihing the output above (where “Republican” is
selected as the baseline category), notice thaffehmale dummy is significant when comparing the
Democratic category to the Republican categorythadOther” category to the Republican category, bu
it is not significant when comparing the Indepertdeategory to the Republican category. How do we
determine whether a person’s gender has a signifinluence on political party affiliation as a wlb?
The bad news is we cannot determine this from matial logit output on its own. We need to run a
post-estimation test of significance. We will ledwo in this lesson, the Wald test and the Likadith
Ratio test. Both are post-estimation commandséitetontingent upon previous regression results.

A Wald test is the more simplistic test of indepemidvariable significance. It examines the sigaifice

of an independent variable across all pair-wisegammons (so from the output above, it would thst t
significance of the female dummy across the Dentogsa Republican output, the Independent vs
Republican output, and the “Other” vs Republicatpat). One disadvantage of the Wald test is that i
can only test significance for one variable atrmaeti(also, its results are contingent on the baselin
outcome category). However, if data is missing #val multinomial logistic model is complex in its
independent variable specification, the Wald teshore likely than the LR test to produce a tesistic.
Let's use the multinomial logistic model from abowehere Republican was the baseline category) and
test the joint significance of the female dummyo do, run the regression first, and then immedyatel
after type the following syntax into the STATA comnu box: “test female”. You should obtain the
following output:
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3214781 .0B45494
0074181 . 0024556
-4.97e-06 1.24e-086
-1.998144 1228279
1.413633 1646431

ok Ll

e

-. 018347 0784321
-.0126519 0023212
-. 0000106 1.24e-06
-1.300713 .1211247

2.489897 L1574104

-. 7731057 L2701584
-. 014052 0078614
-2.40e-06 3. 56e-06
L.2155936 L A824G732
L971476 . 5701685

. test female

[1]female
[2]femal
[4]femal

e

chiz( 3) 34. 54
Prob = ¢ } 0. 0000

CONGRATULATIONS! You have just tested whether an ndependent variable is significant in a
multinomial logistic regression using a Wald test! Because the Wald test produces a significant Chi-
squared statistics (whose p-value is less than),0vié can reject the null hypothesis that gendsrria
effect on party affiliation.

STATA COMMAND 14.3:

Code:"mlogit varl var2 var3 .”, where varl is your dependent variable, and vea®3, ... are
your independent variables.
“test varl”

Output produced:Conducts a Wald test examining whether an indégetvariable is significant across
most/all dependent variable categorical outcomesuhinomial logistic regression.

A more sophisticated test for examining the sigaifice of independent variables is the likelihodibra
test (the LR test). The LR test of significancenisre advantageous than a Wald test for two readons
it tests the significance of all independent vdgabacross all possible pair-wise combinationshef t
dependent variables (hence, you do not need toucbnohultiple tests for individual independent
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variables like you would do with the Wald test),dar2.) it can conduct nested F-tests for multiple
independent variables (i.e. for independent vaemltthat are multi-categorical dummy variables). To
demonstrate both of these strengths, let's produnew multinomial logistic regression which insert
our (n-1) degree dummies. Type the following syritéo the STATA command boxnilogit partyid
female age realincome white HSdiploma AssocDeg BeghGradDeg” (note, “No High School
Diploma” is the baseline degree category, and sivediave not identified a baseline outcome category
STATA will resort to the category with the most cames — “Independent”). You should be presented
with the following output:

mlogit partyid female age realincome white HSdiploma AssocDeg BachDeg GradbDeg

6. 2864
2133
7766
5009

. 5005

4484
685. 57
0.0000
0.067

Multinomial Tog

Log Tikelihood = -4763.5005

partyid Coef, std. Err.

0738127
0022116
.37e-086
0812706
.1054224
1582085
371947

(=]
LN Sh
= ]
I, V]

[ I
= LA LD G P P

1 €0 D
(o R T Ve I v ]
TNl =N,
[FERT=0y ol

S L

. 8614675
-1.478524

4.
9.
2.
9.
5.
2.
3.
5.
0.

|
=

. 0791682
. 0023688
1.31e-06
.1228402

-.1589172 .1514164
0102219 . 0195074
6.05e-06 . 0000112
. 9562206 1.437745

.B575151
.D815833
1.37348
7142632
-2.651745

|
) ]

. 6318526
1.069322
. 3473834

-3.027081

oL e LD

1
=
W= O

-. 7580224 . 268556 2.8 . -1.285282 -.2325623
-. 0004159 . 0077999 -0. . 957 -. 0157035 0148717
7.27e-06 .9 . 057 -2.25e-07 . 0000148
1.505982 LATT7024 . . . 53697026 2.442262
. 0243456 . 3921783 . . -. 7443098
-. 5714197 6831221 . B4 . -1.910314
.6132433 . .38 .167 -. 256252
-. 8051818 . / . . -2.172581 . 5622177
-4.513441 .6 159 7. . -5.741154 -3. 285727
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In order to conduct an LR test of variable sigmifice, type in “mlogtest, Ir" in the STATA command
box. You should be presented with the followindpox:

0. 000 -5.741154
(partyid==2

mlogtest, 1r

Likelihood-ratio tests for independent variables

23171 coefficients associated with given variable(s) are

partyid chiz  df  P>chiz

female

age
realincome
white
H5dipTloma
AssoCDeg
BachDeg
GradDeg

LA LA LY LD LY LY LA L

CONGRATULATIONS! You have just tested whether multiple independent variables are

significant in a multinomial logistic regression umg a likelihood ratio test! Notice that the LR test
has produced test statistics for all independerniables. Rather than testing the significanceraf at a

time, we can examine each independent variablgisfeiance in all tests. For our output above, tRe

test suggests that all independent variables signifly influence political party affiliation.

We can also conduct a nested F-test, testing whethétiple independent variables are jointly
significantly different from 0, in multinomial logusing the mlogtest command. Recall in OLS that w
used the “test” post-estimation command to testthdretwo (or more) independent variables within a
regression were significantly different than zerNested F-tests are especially convenient to test t
significance of an independent variable that isifeated in multiple dummies (i.e. dummies repreisgnt
multiple race categories, regional categories,noour case, multiple educational categories). \Bay
were interested in testing whether education onows significantly predicted a person’s political
affiliation; in other words, we want to test wheth#Sdiploma, AssocDeg, BachDemnd GradDegare
jointly significantly different from zero. To ddis using the mlogtest, modify the syntax we prasip
used by typing the following in the STATA commandxb “mlogtest, Ir set(HSdiploma AssocDeg
BachDeg GradDeg)”. You should obtain the followmgput:
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. mlogtest, 1r set(HSdiploma AssocDeg BachDeg GradDeq)

Likelihood-ratio tests for
o: All coefficients associated with given vari
- partyid chiz df P=chi2

female

4 age
realincome
white
H5diploma
= AssocDeg

ML LA LY L LY LY LY

set_1:
H5diploma
AssocDeg
BachDeg
GradbDeg

CONGRATULATIONS! You have just conducted a joint F-test of significance in STATA! Notice
that STATA produces the same significance outpatvapidentifying the associated significance test-
statistic for each independent variable in isolatioHowever, contrary to the output previously, it
produces a new “set” output; this is the resultfithie joint significance test of our educationainduies.

STATA COMMAND 14.4:

Code:“mlogit varl var2 var3 ., where varl is your dependent variable, and vea3, ... are
your independent variables.
“mlogtest, Ir”

Output produced:Conducts a likelihood ratio test examining whetihdependent variables are
significant across most/all dependent variablegmteal outcomes in multinomial logistic regression

STATA COMMAND 14.5:

Code:“mlogit varl var2 var3 ., where varl is your dependent variable, and veag3, ... are
your independent variables.
“mlogtest, Ir set(var2 var3 var4)”

Output produced:Conducts nested F-test, examining the joint &icance of the specified variables (in
this case var2 var3, and var4).
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Like logit, beta coefficients in log odds cannotl i@ researcher anything meaningful in terms of
magnitude; it can only tell the researcher if tliel®or probability of observing an outcome relative
another increases or decreases. In order to oatainore meaningful we can rely upon factor changes.
Factor changes operate like odds ratios, but intinmwrhial logit, they tell us how a change in an
independent variable would impact the relative odfisvithessing one outcome category compared to
another; they do NOT tell us the change in oddseofaining in one, and only one, category, as odds
ratios in logistic regression do. Factor changesrate very similar to odds ratios, in that theyohee
around a value of one, and are always greaterzésan Positive log odds beta coefficients are cased
with factor changes that are greater than onethelffactor change is greater than 1 (say, 3.2)wadd
express the influence & in the following manner: for a one unit change¥y the odds ofy;, relative

to ¥;2, will increase by a factor of 3.2. Negative logds beta coefficients are associated with factor

changes that are less than one. If the factongehds less than 1 (say, 0.2), we would express the
influence ofX; in the following manner: for a one unit changeXip the odds of;,; relative toy;z, will

increase by a factor of 0.2 (or a relative oddsicgdn of 80%)

Unlike for logit and ordinal logit, where we STAT@omputes odds ratios for all variables via ther”, o
addition, STATA can only compute factor changemintinomial logit for one independent variable at a
time. The “listcoef” command is a post-estimat@mymmand which will provide factor changes for all
pair-wise comparisons of the outcome variable. 'sLetlculate the factor changes for the white facia
dummy by first running the following multinomial destic regression: “mlogit partyid female age
realincome white”. Immediately after this regressitype the following syntax into the STATA editor
“listcoef white”. You should obtain the followingutput:

Tistcoef white

mlogit (N=4484): Factor Chan

ge in the odds of partyid

variable: white (sd=.44462168)

odds « aring
Group 1 vs 2

. 00814
. 21374
. 69743
. 99814
. 21559
. 30071
21374
. 21559
.51631
. 69743
30071 -10.73¢

. 51631 -3.

SO RMEON

. 5096

CONGRATULATIONS! You have just calculated factor changes in relative odds for multinomial
logistic regression in STATA! The “listcoef” command provides six different goins. The first tells
the researcher which outcome categories are beimgpa&red. The second presents the raw beta
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coefficients (expressed as the relative log odd$e third column provides the z-statistic assedatith
this beta coefficient for the pair-wise comparisand the fourth presents the corresponding p-valie
fifth column (highlighted in yellow) presents thactor change in relative odds (the sixth columrs@ngs
the factor change expressed in terms of standasidtans, we will focus exclusively on column fider
this lesson). We interpret the factor changesgmtesl in column 5 in the following manner (notenly
present three interpretations below, but the othvendd be similar):

* If an individual is white, his/her odds of beingDemocrat (coding of 1) relative to an
Independent (coding of 2) will increase by a faar0.1356 (or an 86.44% reduction in
relative odds) compared to if he/she was a minority

* If an individual is white, his/her odds of beingRepublican (coding of 3) relative to a
Democrat (coding of 1) will increase by a factor ©1498 compared to if he/she was a
minority.

« If an individual is white, as opposed to being anonity, his/her odds of belonging to an
“Other” political party (coding of 4) relative toeing an Independent (coding of 2) will
increase by a factor of 0.2723 (or a 72.77% redndti relative odds).

STATA COMMAND 14.6:

Code:“mlogit varl var2 var3 .”, where varl is your dependent variable, and vea®3, ... are
your independent variables.
“listcoef, varl”

D

Output produced:Calculates the factor changes associated withdapendent variable for all pair-wis
combinations of the outcome categories.

We can also calculate predicted probabilities af@aiegorical outcome variables in multinomial Kt
regression via the “prvalue” and “prgen” commafidsPredicted probabilities are very convienent in
multinomial logit as they do not require pair-wisemparisons of two outcome categories. Rather, we
can see how a one unit change in an independeiablarinfluences the probabiliy of being in one
outcome category without the consideration of sl outcome category. As we discussed in earlier
lessons in logit and ordinal logit, “prvalue” contes the predicted probably of obtaining a categbric
outcome for a specific value of an independentaldel It is especially convenient in the examintimeg
influence of dummy variables on the probabilityvdtnessing a certain categorical outcomes, as these
types of independent variables can only take onvialoes. Let's use the “prvalue” command to examin
how gender influences an individual’'s probability lmelonging to any of the four political party
affiliations. Like ordinal logit, if you want to elermine how an independent variable changes the
probability of witnessing a dependent variable omte in multinomial logit, you should NEVER
interpret probability output for one value ¥{ in isolation. Rather, multinomial logistic outpahould be

compared and interpreted ACROSS MULTIPLE valuegof We can do this via the “save” and “diff”
syntax modifications of the “prvalue” command, jlike we did in the ordinal logistic lesson. Uset

29 Note: These commands may not work for multinoriaigit in earlier versions of STATA (version 9 or)10They
work in versions 11 and higher.
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same multinomial logistic regression as above (fitlpartyid female age realincome white”). In the
STATA command box, enter “prvalue, x(female=0) Saafter the regression output, and then “prvalue,
x(female=1) diff". You should be presented witke fiollowing output:

prvalue, x{female=0) sawve
mlogit: Predictions Tor partyid

Confidence intervals by delta method

female

0
prvalue, x(female=1) diff

mlogit: Change in Predictions Tor partyid

Confidence intervals by delta method

current

CONGRATULATIONS! You have just conducted an assessent of fitted probabilities for
multinomial logit in STATA! The first “prvalue” command provides predicted @bitities of men in
terms of their political affiliations (highlightedn yellow). Men are most likely to identify as
“Independents” (coding of 2). They are second rliksty to identify as “Democrat” (coding of 1); wo
will note that this probability is significantly giier than identifying as “Republican” (coding of&) the
95% confidence intervals of the predicted probaégdido not overlap.

The change in predictions (the output providedréafie “prvalue, ... diff” command), provides a better
assessment for how gender influences the probabilibelonging to a certain political party. Naithat
for “current” output (i.e. output for females, higjted in orange), there ia significantly lower
probability that women will belong an “Other” poidal party (coding of 4), or will classify as an
“Independent” (coding of 2) relative to menWe can assess this significance based upon the 95
confidence interval for the change in probabilitibstween men and women (far-right column,
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highlighted in blue). If this column were straajiO (i.e. the upper and lower bound held alteveati
signs), we could NOT claim with significance thabvmen were less likely to belong to a political part
then men (this is the case for Republican partiiafbn — coding of 3). Moreover, you may notitteat
women are significantly more likely to be Democrasding of 1) than men, as indicated by the faat t
the change between a female coding of 0 and fmsfisiantly different from zero.

We can examine how a continuous variable influeticegrobability of belong to a categorical outcome
via the “prgen” command. As with ordinal logitethprgen” command not only tells us how changes in
continuous variable influence the probability oldmging to one outcome category in the isolation of
others, but it also helps to determine whetheriogmce is transitive across categories (in otherds, it
will help us detect whethek; significantly increases/decreases the probabdftya certain outcome

acrossk; s entire range). To demonstrate, let's start bylireg the fitted probabilities of belonging to a

certain political party across all values of ag#ithin this dataset, age ranges from 18 to 99 (yan
verify this by using the “summarize” command). tggthe “prgen” command, type the following syntax
into the STATA command box IMMEDIATEDLY after theuttinomial logit regression output above:
“prgen age, from(18) to(99) generate(prAge) resimeci”. You should see the following added
independent variables:

Wariahles X

Marme Label Type  Form #

graddeg GradDeg byte  968.0c

prégex float  %:9.0¢ whit
prisgepl  pr{l) float  %0.0¢ Female
prégep3 pri3) float  %:9.0¢

prigepd prid) float  68.0¢

prégep? prid) float  %:9.0¢

pragepllb LB pril) float  68.0¢

prégep3lb LB pr(3) float  %29.0¢

prégepdlb LB prid) float 349,00

prégep2lb LB pr(2) float  %68.00 |

prégeplub  UB pril) float 349,00 i

pragep3ub  UB pr(3) float  %:0.0¢

prégepdub  UB prid) float 349,00

pragep2ub  UB pr(2) float  %:0.0¢

prigesl priy<=1) float 29,00

préges3 priy <=3} float  %:0.0¢ Command

Fl e b

Like the previous logit and ordinal logit lessotts “prgen” command has added new variables to our
variable box. The probabilities of the four catege and their upper and lower bounds are repredent
in accordance to the four political parties repnéseé within the dependent variable coding. We use

the same syntax as we did for logit and ordinaitltmgraph the fitted probabilities across alluesd of
age. Let's start with calculating the fitted prollip of politically identifying as an “Independént
(coding of 2). Type the following code into the AITA command box: “graph twoway (connected
prAgep2 prAgex, clcolor(black) clpat(solid)) (comted prAgep2ub prAgex, clcolor(black) clpat(dash))
(connected prAgep2lb prAgex, clcolor(black) clpagd))”. You should be presented with the following
output:
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s Etata Graph - Graph =0
File  Edit Ohject Graph Tools  Help

=1 LI (I AER,
il Graph b x

41

T T
20 40 &0 80 100
prAgex

—— priZ} ——%—- LB prZ
——#—- LB pri)

Notice that as age increases, the probability ofgoan Independent decreases. Moreover, thisraeidi
persistent across all values of age. Now changeabiove syntax to graph the fitted probability of a
individual identifying as a “Democrat” (coding o) by typing the following code into the STATA
command box: “graph twoway (connected prAgepl prdgclcolor(black) clpat(solid)) (connected
prAgeplub prAgex, clcolor(black) clpat(dash)) (ceared prAgepllb prAgex, clcolor(black)
clpat(dash))”. You should be presented with tHe¥ang output:
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Ully Stata Graph - Graph o | B ES
File Edit Object Graph Tools  Help
e o | G | i [ oA s
1llly Graph 1Fx

w

T T
el 40 G0 a0 100
pragex

—— pr{1} ——%—- LBpr1}
—-—o—- LIBpr1)

A surprising result emerges here; as individualsob®e older, they are more likely to identify as
“Democrat”. As with the previous graphic, this dymc is consistently significant across age. det’
produce one more graphic, however, examining tflaeince of age on identifying as a “Republican”
(coding of 3). Type in the following syntax intbhet STATA command editor: “graph twoway
(connected prAgep3 prAgex, clcolor(black) clpati@dl (connected prAgep3ub prAgex, clcolor(black)

clpat(dash)) (connected prAgep3lb prAgex, clcollagk) clpat(dash))”. You should see the following
output:
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File Edit Object Graph Tools  Help
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1ll; Graph 40 x
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prAgex
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- —#—- LB pr3

Notice that though identifying as a Republican @ases with age, this increase only happens pritreto
age of 60. After 60, our confidence intervals Higantly widen (we cannot distinguish a signifitan
difference in an 80 year old being a Republican garad to a 40 year old). One factor which may be
driving this is the distribution of the data acregge. If older individuals are sparsely distrilolitethin

our “Republican” category, our confidence intervaithin our graphics will likely widen, meaning tha
significance of age is NOT retained over its entinege for the “Republican” outcome category.

We end this lesson with the discussion of the ieddpnce of irrelevant alternatives (l1A) assumption
This assumption is crucial for multinomial logif; it is violated, pair-wise beta results, and their
associated significance levels, may be inaccurgitg. multinomial logistic regression, we do notuase
that outcomes can be ranked. However, once wendigie the odds of witnessing one outcome versus
another, IIA assumes that these odds will NOT chahgve introduce an alternative outcome category.
In terms of our analysis above, say we were coivlyicd multinomial logistic regression for three
political affiliations; Democrats, Republicans driblertarians. Suppose the odds that an individizd a
Libertarian, relative to a Democrat, was 1 in 3 #relodds that an individual was a Libertariantietato

a Republican was 1 in 2. Under llA, if we introddca fourth political party affiliation (say “Green
party”) these relative odds SHOULD NOT change; tBeguld maintain their consistency regardless of
the introduction of “irrelevant” outcomes.

One example of when IIA may be violated is in tlase of strategic voting. Again, say two candidates
are running in an election; a Green candidate stithng preferences for pro-environmental polica®]

a Democratic candidate with milder preferencespia-environmental policies. If a voter is conce&rne
about environmental issues and must select bettvexsse two candidates, he/she will prefer the Green
Party candidate. But suppose a Republican, whergely apathetic to environmental policy, entérs t
race and is likely to win. Our environmentally cemed voter may switch his/her vote to the Dentacra
candidate, even though the candidate does not alignpletely with his/her environmental policy
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preferences, in order to thwart the Republicananges of winning. This example of strategic voisg
clear violation of IIA; in introducing another oatme, the individual has changed his/her preference.
This violation of IIA will make the beta coefficies associated with an individual's (or group of
individual's) characteristics inconsistent whenraiag baseline outcome categories.

We can test whether IlA is fulfilled within our ntilomial logistic regression model via two tests: a
Hausman test, which we will emphasize in this kij a Small-Hsiao test, which we will not emphasize
given that its results are heavily contingent (hedce variable) upon how the data sample is diviled
sub-samples for the test. A Hausman test of It ffits the regression model with all outcome
categories, and then compares these results thhaeanoggression model with the same independent
variable, but with one of the outcome categoriespded. If the regression results are not congisten
between the two models, IlA is violated; if they aonsistent, IIA is upheld. The IIA Hausman tékg

the Brant test, is a post-estimation command andigue to a regression’s specification. Usingsamne
regression as above (where political affiliatioreiplained by age, gender, real income, and theéewnhi
racial dummy), type the following command immediatafter your regression: “mlogtest, iia bage”.
You should be presented with the following output:

-. 7547 5E8 . 26794329
-. 0014001 . 0078025
&.16e-06 3. 60e-06
RN 4730855
-4.461373 . 5598139

-1.2799149
-. 0166927
1.10e-06
. 589076
-5.55E5E8

e RN N e I

for Ho
against Ho
for Ho
for Ho

imption

e-K) are independent of other alternatiwves

r{111);

39 Newer versions of STATA may produce two Hausmatst# the asymptotic assumption required for Chi-
squared tests are violated (i.e. one of the téitkedistribution of the Chi-Squared test statisils to converge to
zero). If this is the case, use the test which peed corresponding p-values with the Chi-squarstcstatistics.
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CONGRATULATIONS! You have just conducted a Hausmantest (and Small-Hsiao test) of the
independence or irrelevant alternatives assumptioin STATA! The null hypothesis for a Hausman
test is that the IIA assumption continues to renfalfilled if the listed outcome category is remave
from the regression. You'll notice that the asatal Chi-squared statistic for the Democrat, Repaibl
and “Other” political party affiliations are highigpsignificant (and produce associated p-valuet aha
well above 0.1). However, the Chi-squared stati&ir the “Independent” political category is highl
significant, violating the null hypothesis of [IAThis implies that when the “Independent” outcome
category is removed from the regression, relatdigeddds results significantly change for the remmgin
pair-wise outcome combinations (in other words e-riative log odds for Democrats vs Republicans is
significantly different when the “Independent” agoey is excluded, compared to when it is includeld).
only one outcome category violates the lIA assuomptihen it is violated in full.

STATA COMMAND 14.7:

Code:“mlogit varl var2 var3 ., where varl is your dependent variable, and vea®3, ... are
your independent variables.
“mlogtest, iia base”

Output produced: Conducts a Hausman and Small-Hsiao test for titeependent of irrelevant
alternatives assumption in multinomial logit. By are presented with a significant chi-squaretissita
(i.e. with a p-value below 0.10) for at least orfeyour outcome categories, you must reject the null
hypothesis that the assumption is satisfied.

There are several steps you can take when yowfintself presented with the 1A violation. Firstliyou
should attempt to better specify your model anémaine if this changes the test’s results. Haustasin
results are contingent on the model’'s specificatitinyou add new variables these results will den
(although they may not completely eliminate thebpgm). To observe this, insert the educational
dummies as controls into the multinomial logistgression and re-conduct the test for 1A, Youudtho
obtain the following result:
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_COons -3.027081 .19 LB . -3.402417

389224 . 268556 .8 . 005 -1.285282 -.232562

DDD415Q . 0077999 -0.05 . 957 —.015?035 0148717
*.77_ 06 3.82e-06 .G . 057 -2.25e-07 . 0000148

1. 505982 LATTT024 . . 002 . 569 DjF 2.4427286

. 0243456 .30821783 .06 .85 .’44‘D95 . 79300
-. 53714197 .r&;lEEl -0. B¢ .403 -1.910314 . 76747
. 61324 . : .38 167 . 256252 L4827 34

-. 8051818 .' 7 . . 248 -2.172581 L 5622177

-4.513441 . 7. . -5.741154

(partyid==2 is the base outc

mlogtest, iia

> of IIA assumption

Ho: odds(outcome-] vs Outcome-K) are independent of other

B omitted chiz2 df P>chiZ2 evidence
for Ho
against Ho
for Ho
for Ho

W Ny

s of IIA assumption

vs Outcome-K) are independent of other a

Notice that while the Chi-squared statistic asdediavith excluding outcome 2 (“Independent”) idl sti
significant, it's value drops relative to the pravs regression model. However, these added centrol
have not completely rectified the problem. If ydigcover this is the case, you can attempt to myoiel
regression using multinomial probit (you can de tia the “mprobit” command). This regression miode
is more flexible in its approach to categoricallgsia and does not rest on the restrictive assumpif

IIA. However, multinomial probit is not withoutsitproblems. It is subject to estimation problemsctvh
may produce arbitrary or misleading results, andh&r problems can arise with heteroskedasticity.
Given these empirical difficulties, some empiricabdelers ignore the IIA assumption and continue to
use multinomial logit (in their simulations on Ari@an and French electoral data, Dow and Endershy
(2004) find that the violation of IIA may not skeesults as badly as anticipatétl).

31 Dow, J. and Endersby, J. (2004) “Multinomial ptafand multinomial logit: a comparison of choice ratsdfor
voting researchElectoral StudiesVol 23: 107-122
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Practice Problems

Practice Problem 1: Run a multinomial logit moddiieh predicts the effect of the five following
independent variables on an individual’s politipalty affiliation: gender, age, income, (white) redity
and the degree to which they believe governmentldhedistribute wealth (eqwlth). How would you
broadly interpret the influence of eqwlth (noteuyshould have three pair-wise interpretations faury
answer).

Practice Problem 2: Using the model from above,dooh an LR test to determine whether an
individual's believe in wealth distribution influeas their political affiliation. What do you disay?
Are the other independent variable significanttha entirety of the model?

Practice Problem 3: Using the regression from Rm@roblem 1, are race and gender jointly sigaific
in influencing an individual's political affiliatio? Make sure to provide proof with your answer.

Practice Problem 4: Using the model from Practicglem 1, how would you interpret the influence of
an individual’'s belief in wealth redistribution asfactor change for the following pair-wise outcome
comparisons: being a Democrat compared to beinguldlican; being an Independent compared to
being a Democrat; belonging to an “other” politipalty relative to being a Republican?

Practice Problem 5: Using the “prvalue” commandtlo@ regression output above, for which political
parties are whites significantly more likely to &ed to relative to non-whites? Make sure to previd
proof with your answer.

Practice Problem 6: Using the “prgen” command, axpthe influence of the eqwlth scalar variable on
the probability of belonging to the Democratic Raahd the Republican Party. Does an individual's
preferences for wealth distribution exhibit cormsmtsignificance across its entire range (1-7)koth
party outcomes?

Practice Problem 7: What is the independence efewant alternatives assumption and how does it
influence results in multinomial logistic regress?o Does the model used in Practice Problem 1fgatis

the independence of irrelevant alternatives assonft Which categories are problematic? Do your
results change when you add the four educatiomahaes to your model?
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Lesson 15: Counts Modeling (Poisson and NegatineBial Regressiorf

Learning Objective 1: Understanding why Poisson andgative binomial regression are more optimal
estimators for counts data than OLS.

Learning Objective 2: Estimating and interpretinghé output of Poisson and negative binomial
regression in STATA

Learning Objective 3: Testing the equi-dispersiossamption for Poisson regression via the alpha
likelihood ratio test

Learning Objective 4: Understanding under what cdtidns negative binomial regression is a more
ideal estimator than Poisson regression

Learning Objective 5: Comparing estimated and adtuzount outcomes of Poisson and negative
binomial regression via the “prcounts” command

The final lesson of this manual examines regressiodels used for count dependent variables. Cpunts
also known as frequencies, are integer data kied: value has numerical meaning) but are discedteer
than continuous. Examples of dependent variablaisate counts include: any type of events outcomes
(i.e. the number of events that exist within aipatar unit), the number of alcoholic units consuiney

an individual within a week, the number of inmatesa prison, the number arrests that occur within a
police jurisdiction, the number of riots that oceuithin a city, etc. Because counts are integea,dais
possible to use OLS as an estimator for these depérvariables. However, OLS runs into several
problems with counts data. First, if the meangxpected value) of the count variable is low - s

ten — OLS will produce biased results, namely thden-estimation of low count outcomes and the over-
estimation of high count outcomes. Low count meanesespecially common if the dependent variable is
rare, for example the occurrence of a war or atistrattack. Second, OLS commits similar problems
with counts data as it does with binary dependeatiables; results frequently violate the
heteroskedasticity assumption, residuals do notfocon to a normal distribution, and unfeasible
(negative) count outcomes may be produced by tleatimodel. Because of these problems, researchers
who analyze count or frequency data regularly tdsdPoisson or negative binomial regression.

We begin discussion of count modeling with Poissmession. Like logistic models, Poisson modeds ar
transformed in order to correct for problems witstandard linear model. Unlike logit, however, g¥hi
is log transformed, Poisson (and negative binomial regpa} models arexponentially transformed.
The six central assumptions of Poisson regress&n a

11. Observations are randomly sampled from a populatiere y; and its residuals possess a
g_ll":'u}-

Poisson distributiorpr{y | u) =

%2 This chapter was co-authored with Brett Burkharbhe data used in this lesson originates fromdssarch.
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12. The Poisson distribution of y has an expected valaan ofE{y;|x;) =i (this is simply the
average of the dependent variable)

13. The outcomey;, is discrete and can only embody non-negative galue

14. The Poisson regression model has anexponential transformation
E(y,|x) = elBotBukst Bakat.#Bn¥n) |t is important to note two things here. One,sthi
transformation is slightly different from the logubsformation of logistic models, but is done for
roughly the same reason (to eliminated infeasibke, negative, count outcomes). Two, the
dependent variable for Poisson regression is espded terms of the expected value/average
count, NOT the absolute count (this will be expéairfbelow).

15. The variance ofy; given x;is equal to the mean af, [ (Var(y;|x;) = ji;, the equidispersion
assumption)

16. No (perfect) multi-collinearity

This lesson starts with a discussion of why Poigegmession is more suitable than OLS for counta da
and how to interpret its results. Then, negativemial regression, an alternative counts estimasor
discussed and it will be explained under what domas this is a more optimal estimator. The data f
this lesson are from the Bureau of Justice Stesisil005Census of State and Federal Adult Correctional
Facilities series. It contains data on all American adultrexiional facilities in the country that hold
primarily state or federal prisoners. It coversidewariety of types of facilities, ranging fromryehigh
security confinement facilities to low security adflitation facilities that allow inmates to entére
community. In this lesson, we will focus on fastarhich influence the number of inmate assaults on
other inmates (inassin"). The dataset includesath@wing variableswith count variables in bold

» inassin: Number of reported inmate assaults on otllenmates

» inassstaffn: Number of reported inmate assaults ostaff

* minSec: Facility security (dummy): Minimum

* medSec: Facility security (dummy): Medium

* maxOrSuperSec: Facility security (dummy): Maximunsopermax
» private: 1 if privately operated; 0 if publicly ap¢ed

» crowd: Level of overcrowding

» age: Age of facility

Count dependent variables are problematic for Qit3hree reasons. First, OLS produces non-normally
distributed errors (violation of Assumption 7). 8ed, OLS produces errors without constant variance
(i.e., heteroskedasticity; violation of Assumpti®n Third, OLS may produce negative predicted caunt
which are logically impossible. Let's illustratechaof these problems by applying OLS to the depende
variable inassin. We’'ll start by looking at thetdlsution of the dependent variable. Create a bisto of

the variable by typing "histogramassin" in the STATA command box. You should bespnted with
the histogram below.
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The variable is clearly skewed to the right, withaverabundance of zeros. More than 40% of faedliti
reported zero inmate-on-inmate assaults. You'lb gksarely) notice the presence of some outlierhén
sample; one facility reported 590 inmate assauitetber inmates. These outliers will cause oudreds
to be skewed, which will violate the OLS normaltdisition assumption that is required for t-testing

In order to plot the distribution of residuals, weed to estimate an OLS model. Run a linear reignes
with inmate-on-inmate assaults (inassin) as theeégnt variable and medium security (medsec) and
maximum/supermax security (maxorsupersec) dummiet ( this means minimum security facilities are
the baseline category) and crowding (crowd) asritiependent variables. You should be presentdd wit
the following output:

reg inassin medsec maxorsupersec crowd

1647
90.10
0. 0000
0.1413
0.1397
32.004

i : 79.176
! 1682898, 57

=
]

.12598
07446
-17.91316

27.1645
16.03109
-11.74235

-
9.3
iy

3.1
[~

5.2
= ra
Sa

(SN0 - - V]

There appears to be significant and positive m@atiips between the number of inmate assaults and
medium security facilities (relative to minimum gety), maximum/supermax security facilities (relat

to minimum), and overcrowded facilities. This i$ plausible. However, this model may violate OLS
assumptions which may lead to biased betas andaacurate significance testing. To see whether the
residuals of the model are normally distributed Smption 7), generate residuals by typing "predict
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residual, r" (note, you are computing pure resislingre, not studentized residuals that you gerterate
Lesson 9). You will notice STATA creates a new &hle, your residuals, from the linear model.
Visually inspect the shape of the errors by prodgi@ histogram of the residuals. You can add option
"normal” to compare the residuals’ distribution @whlve have) to a normal distribution (what we want)
type "histogram residual, normal” into the STATAnuoand editor. You should be presented with the
following graphic:

[l Steta Graph - Graph = |[@ ][ ==
BEE by

File Edit Object Graph Tools Help
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Notice that the distribution as a whole is asymimednd skewed to the right; most of our count data
congregates towards zero, and there are far feegative residuals than positive residuals (under a
normal distribution we would expect these to beabe¢d). Also, the presence of several outliersiske
the distribution of our residuals. Consequentlye ttormal distribution assumption is violated, which
means the results of our t-tests for our beta tmefits may be skewed.

We can also test whether the heteroskedasticiyngstion holds with this OLS model via a White test.
Recall that the presence of heteroskedasticity doebias our beta coefficients, but it does undézshe
values of the standard errors, leading to overlyruptic t-statistics. To test the model above for
heteroskedasticity, type “estat imtest, white” ink@ STATA command box (you can also check the
“rvfplot” (residual versus fitted plot) to graphilgaexamine the shape of the residuals). You sihdng
presented with the following:
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The significant chi-square value tells us to rejée null hypothesis of homoscedasticity — hence
Assumption 5 of OLS is also violated. This ressiihot significantly problematic. As was discusged
Lesson 10, heteroskedasticity can be rectifiedthause of robust standard errors, or alternatigdeh
specification. For this particular model, howevere have to interpret the significance of the beta
coefficients cautiously, as these results areylikgflated in the presence of heteroskedasticity.

A final risk in using OLS for count data, as withglt regression, is the prediction of infeasiblécomes,
namely negative counts. In order to determine ladrethis OLS regression has produced any negative
predictions of inmate assaults, type "predict ybbt' into the STATA command box. This will generat

a new variable, which is the predicted number afnte for each observation based on the regression
output. We can track whether any of these predictathts are below zero via the “sum yhat_ols, d”
command, which will present the minimum valuesh# predicted outcomes, or by producing a simple
histogram. Type “histogram yhat_ols” into the STBAGommand box. You should be presented with the
following graphic (without the reference line):
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Notice that some of our predicted values are leas zero (those that are to the left of the redresice
line). This indicates that our model has produicdelasible count outcomes. While OLS’s violatidn o
heteroskedasticity is not particularly problematidts use for count outcomes, as it can easilyelotfied
within the linear model, the production negativeimiooutcomes cannot be rectified within a lineadeio
In order to correct this problem, Poisson expomdgti transforms the linear model

(E(y;|x;) = elPo+Bix1+FXz+ +FnXn)] so that the production of negative counts is irsjine
(mathematically, the exponential transformatioran§ number produces a positive outcome). However,
this means, like with logistic regression, that ®aisson regression output requires some caresin it
interpretation — we cannot interpret Poisson befficients in terms of how a marginal change in X
influences y.

To conduct a Poisson regression, click on “Stasstin the top tool bar, then click on “count outoes”,
followed by “Poisson regression”. You should begented with the following box:

poisson - Poisson regression o || = || &

Model | byf/in | Weights | SE/Robust | Reporting | Max options |

Dependent variable: Independent varables:
inassin |E| |E|
Suppress constant term
Options
@ Exposure varable: Cffset varable:
Constraints:
- Manage. ..
Keep collinear varables {rarely used)
(R [ 0K [ Cancel ][ Submi

Let's start our discussion of Poisson models byningp a Poisson regression with only a constant term
and no independent variables (we do this to dematestvhy we interpret Poisson output relative ® th
“expected value” or the “mean/average” count). Eimassin as the dependent variable, and leave the
independent variable box blank. Click “Ok”. Yduosild be presented with the following output:
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poisson inassin

1694
0. 00

0. 0000

446.16 0. 000 2.7340586 2.758184

CONGRATUALTIONS! You have just estimated a Poissonregression in STATA! Before we
dissect the nuts and bolts of Poisson, there avdhings to emphasize regarding its output. Fihstugh

Poission regression models are expontionally transd E(y, |x,) = elfo+Be¥et BaXat .+ Ba¥n)y to
prevent negative count outcomes, output provide®TIATA, is provided in terms of the natural logsf
so as to eliminate the expontiated modeln{E(y;|x:)) = By + FiXe + BoXo+ ot B Xp)

Therefore, beta coefficients in the STATA outpupmess changes in theatural log of the average
count, NOT the count or the exponentiated value of #gethdent variable. In order to draw conclusions
about the impact of an independent variable one exsonetially transform these beta coefficients (w
will discuss this in more detail below).

The second point to emphasize about Poisson oigtphat all results MUST be expressed in relatimn t
the expected/mean/average count. In OLS, we wetdte the results of a regression coefficient as
follows: “an increase in X changes y psry For Poisson, we would have to revise this shatet to the
following: “an increase in X changes te&pected valuef y (or theaveragecount) bys.” The reason

why we interpret Poisson findings in relation te #xpected/average count is because this modis, in
most basic form (i.e. only consisting of a constserim), originates from the average count of the
dependent variable. To test this, mathematicallpmate the expontentiated value of the constant term
term above (you should obta&t7#%12 = 15.582056...). Then, compare this value to theraye of
inassin by typing “mean inassin” into the STATA aoand box. You should be presented with the
following number:

mean inassin

Mean estimation

s Conf. Interwvall]
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Notice that the average number of inmate assulideistical to that of the exponentially transformed
constant term. This is not a coincidence; Poigsodels use the average/expected/mean count as the
base result. Hence, results interpretation mustdge in respect to the average/mean/expected.count

Let's estimate the OLS model above using Poissgression. Add medsec, maxorsupersec, and crowd
as independent variables in the Poisson regrebsiomnd click “Ok”. You should be presented witle t
following results:

poisson inassin medsec maxorsupersec crowd

24844, 506

-24836. 269

C -24836. 265
log Tikeldih = -24836. 265

1647
18817.33
0. 0000

ion

1.710365 02043279 £3.69 . 1.670308 1.750423
2. 060797 . 0202029 102. 00 . 2.0212 2.100394
. 79357 . 0194535 40.79 . . 7554463 .B317026
. 34409558 026705 20.41 . 492615 . 53972967

CONGRATUALTIONS! You have just estimated a multivariate Poisson regression in STATA!
Like logit models, Poisson (and negative binoméegression) is a maximum likelihood estimator, and
hence uses iterations to estimate results. Yolualgb notice several similiarities with logit. iBson
output produces a LR Chi-squared statistic, whielteigmines the significance of the entire model.
Similar to our F-statistic in OLS, or our LR Chiwsged statistic in logit, if we are presented wath
insignificant Chi-squared statistic, we cannot cej¢he null hypothesis that our entire model is
insignificant (that all beta coefficients of ourp#mdent variables are equal to zero). Poisson also
produces a psuedo R-squared value as a proxy afngse of fit (although this is not a meaningful
measure of goodness of fit, like R-squared in Ci& should only be used when comparing different
models, if at all). Also notice that significantesting in Poisson is conducted via z-statistidspiical to
logit, and these can be interpreted in a similanmea as t-statistics in OLS (although the critiaue for
90%, 95% and 99% significance differs slightly bedéw t- and z-statistics). Finally, Poisson’s beta
coefficients should also be interpreted in the sgemeral manner as those in logit, as they aratural

log values and not actual count values. The ONbNctusions we can make from the results above are
the direction of X's influence on the average/meapécted count; we can say nothing about its
magnitude. If the beta coefficient is significgngbositive, higher values of X will increase the
expected/average/mean count. If the beta coeftidge significantly negative, higher values of Xllwi
decrease the expected/average/mean count. Bealhose coefficients above are positive, we can enak
the general claim thaihcreased crowding, and medium and maximum secprigons, relative to
minimum security facilitiesncreasethe average/expected/mean number of inmate-onttnassaults
We can make no assertions about the magnitudeesé tincreases from the output above.
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STATA COMMAND 15.1:

Code:“poisson varl var2 var3 .. where varl is your dependent variable, and vaag3, ... are
your independent variables.

U7

Output produced:Generates Poisson regression output, where betficients of independent variable
are expressed in terms of the natural log of tipeeted/average/mean count.

In logistic regression we used odds ratios anédifprobabilities to provide meaningful values ta ou
transformed beta coefficients. It is also possiblese fitted probabilities for Poisson estimatéh the
“prgen” and “prvalue” commands (we will not discubss here, but the procedures are identical teg¢ho
used in the logistic, ordinal logit, and multinoiriagit lessons¥. For Poisson, we use factor changes to
provide meaning to the beta magnitudes. Factangdmare similar to odds ratios in that they reprea
multiplicative change of X on vy, rather than an itidd change, which is how we interpreted our beta
coefficients for OLS. In order to calculated facthanges, type “listcoef” immediately after theésBon
regression. You should be presented with thevioiig:

poisson inassin medsec maxorsupersec crowd

1647
18817.33
0. 0000

. 0204379 3, . 1.670308  1.750423

. 0202029 . 2.0212  2.100394

. 0194535 . .7554463  .B31702
. 026705 . .492615  .5972967

1.71037 3. 0. 000 .53 .1546 0.4488
2.06080 . 0. 000 7.8 . 334 0.4113
0.79357 . 0. 000 . .23 0.2663

3 For the “prgen” command in Poisson, one additiormaiable will be generated, labeled the predicteé mu.
This is simply the estimated average/mean/expemtedt across all possible values of the X variagecified in
the “prgen” command.
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CONGRATUALTIONS! You have just calculated factor changes for Poisson output using
STATA! The “listcoef” command provides the beta coeffitsere-statistics, and their associated p-
value, similar to the Poisson regression outptitaldo provides factor changes of the beta coefiisi
(highlighted in yellow) and the standardized faoctbange (highlighted in light blue). Factor chasnge
operate like odds ratios; they armiltiplicative changes in the expected/average/msamt for a 1-unit
change in X. Like odds ratios, if a factor change larger than 1, this indicates that the
expected/average/mean count increases as X assulmgber numerical value. If a factor change is
smaller than 1, this indicates that the expecteitage/mean count decreases as X assumes a higher
numerical value. Based on the results above, weimirpret the factor change of medsec in the
following manner:if a facility is a medium security prison, relativ@ a minimum security prison, the
expected/average/mean count of inmate assault®dses by a factor of 5.531Likewise, for the
continuous crowding variable, we could make théfwing claim:for every 1 unit increase in crowding,
the expected/average/mean count of inmate assaulsases by a factor of 2.211Standardized factor
changes may be more meaningful to use for contewawiables, as it provides the means to compare
(continuous) independent variables that are medsuordifferent manners. Standardized factor change
also may be more appropriate for continuous vagmblith small ranges, where a one unit increasdédvou
represent a dramatic increase. In regards to rhwding variable, we could also make the following
claim: for every standard deviation increase in crowditfie expected/average/mean count of inmate
assaults increases by a factor of 1.235

STATA COMMAND 15.2:

Code:“poisson varl var2 var3 .". where varl is your dependent variable, and vaag3, ... are
your independent variables.
“listcoef”

Output produced:Produces factor changes for Poisson beta caaifi(note, “listcoef’ can also be used
with “nbreg”).

While Poisson regression overcomes problems agedoith modeling count outcomes with OLS, it is
subject to two additional problems of its own. Tiret problem associated with Poisson is that it ca
under-predict zero count outcomes and over-pretiotzero count outcomes for counts data with low
means and considerable zero-clustering. Highliglnethe first histogram of this lesson, there ware
considerable number of facilities (more than 40%)clv reported no inmate-on-inmate assaults. To see
whether Poisson over or under-predicted this higimlver of zero-assaults, we can use the “prcounts”
command. The “prcounts” command is very versatild, among other things, estimates the predicted
probabilities of achieving a specific count valid/e will use this command to compare the distriuti

of predicted outcomes of a Poisson model with fetidution of actual count outcomes. Like “prvalu
and “prgen”, the “prcounts” command is a post-eation command whose results are uniquely tied to
the previously estimated model. Below, we will tsis command to plot the distribution of predicted
inmate assaults — while the range of counts oneesa@mine extends to 99, we will examine how
predicted and actual counts are distributed fatifies with 0-50 assaults, as this is where thgomity of

the data is distributed. Type “prcounts prpoisot pinax(50)” into the STATA command editor
immediately after the Poisson regression speciflam/e. You should see the following screen:
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brpoiscudl Priy<=40) from poisson

brpoiscudl Priy<=41) from poisson

brpoiscud2 Priy<=42) from poisson

brpoiscud3 Priy«=43) from poisson

brpoiscudd Priy<=44) from poisson

brpoiscuds Priy<=45) from poisson

brpoiscudt Priy«=46) from poisson

brpoiscud? Priy<=47) from poisson

brpoiscud® Priy«=48) from poisson

brpoiscudd Priy«=49) from poisson

brpoiscus0 Priy<=50) from poisson

brpoisprgt Priy=350) from poisson

brpoisval Count

brpoiscbeq Observed Priy=k) from poisson

brpoispreq Predicted Priy=k) from poisson L

brpoisoble Observed Priy==k) from poisson i

brpoisprie Predicted Priy<=k) from poisson -
™ T

You will notice that “prcounts” has created two agpof values in our variables box: the first (raggi
from O to 50, highlighted in blue) is the probatyildistribution of witnessing that particular coynthich
we've delienated as “prpois”). The second grouparfables, highlighted in red, is what we will
on for this lesson; these are the predicted andrebd count outcomes for the Poisson regressioreinod
In order to graph how the distribution of the poteld values (prpoispreq) compare to the distrilouab
acutal counts (prpoisobeq), type the following ayninto the STATA command box: “graph twoway
connected prpoisobeq prpoispreq prpoisval’. Yausthbe presented with the following graphic:
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CONGRATUALTIONS! You have just created a graphic which compares the distribution of the
predicted values from a Poisson model to the distsution of the actual count outcomes in STATA!
Notice from the above graphic that the distritbntad the Poisson model’s predicted counts (red lige
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significantly below the distribution of actual casr{blue line) for zero counts. What this meanthi

the Poisson model is severely under-estimating retmts. Likewise, Poisson over-predicts counts
above 0 but less than 10, compared to the actisalreéd values, indicated by the fact that the ireadis
much higher than the blue line. This graphic whicimpares Poisson’s predicted counts to our actual
counts value highlights an important problem whema Poisson for zero-clustered count data: Poisson
may severely under-predict zero count outcomespaadpredict non-zero count outcomes.

STATA COMMAND 15.3:

Code:“poisson varl var2 var3 .". where varl is your dependent variable, and vaag3, ... are
your independent variables.
“prcounts varname, plot max(#)where varname is the name assigned to the estimsaif
predicted count values, and # is the maximum oféinge of counts the programmer wishes tg
consider (STATA sets a default at 9 if no maximsnspecified)
“graph twoway connected varnameobeq varnamepreq aareval

Output produced:Graphs the distribution of predicted counts fi®aisson and the distribution of actu
count values (note, “prcounts” can also be useld twibreg”). T

A second problem associated with Poisson regressienlves around its equi-dispersion assumption.
According to this assumption, the mean of the caantable must also be equal to its variance, which
rarely occurs in practice. Equi-dispersion carvibtated because the conditional variance is leas the
conditional meanunder-dispersionor because it is greater than the conditionalm{eger-dispersioj

the latter is much more prevalent in counts daaa tthe former, and is especially present in codata
where significant outliers exist. Like heterosk&daty, the violation of the equi-dispersion asgtion
yields heavily understated standard errors, andiljeiaflated z-statistics increasing the risk ofpe |
errors (notice that significance of the Poisson ehadas exceptionally high, compared to OLS). One
common approach for accounting for over-dispersionPoisson is the use of negative binomial
regression. Given that the equi-dispersion assomfg so frequently violated, scholars analyzingris
data generally rely upon negative binomial regmesgiather than Poisson, as their default model.

In order to determine whether equi-dispersion ated in the Poisson model above, one must first
conduct a negative binomial regression. Click loa ‘tStatistics” tab in the top tool bar, then click
“count outcomes”, and click “negative binomial reggion”. You should be presented with the follayvin
box:
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nbreg - Negative binomial regression o || B &
Model | by/if/in | Weights | SE/Robust | Reporting | Max options
Dependent variable: Independent varables:
in@ssin |E| medsec maxosupersec crowd E
Suppress constant term

Parameterization of dispersion

@ Afunction of the expected mean A congtant

Cptions

@) Exposure variable: Cffset variable:

[=]

Constraints:
- | Manage.. |
Keep collinear varables jrarely used)
60 E [ oK |[ Cancel |[ Submt |

Insert inassin as the dependent variable, and rogdsaxorsupersec and crowd as the independent
variables (the same model used above). Click “@k#l you should be presented with the following
output:

nbreg inassin medsec maxorsupersec crowd, dispersion(mean)

Fitti

ti
ti
ti
ti
ti

T
-
+
-+
=

ting full model:

o

ti
Ti
ti
ti
ti

1647
359.18
0. 0000
0.0351

mean
-4933.6

1.716907 .1133628 . . 000
2.047404 .123 7 6. 5¢ . 000
. 9290526 . 304 4. . 000
.4019525 . 20707 . 9¢ . 052
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CONGRATUALTIONS! You have just estimated a negatie binomial regression in STATA! The
negative binomial output reveals if over-dispersmxists via the alpha likelihood ratio test. Alpha
represents the scalar by which the variance otthmt variable must be changed in order to equeal th
mean (if Vafy;|x;) = [i; + au,;, @ must equal zero in order for equi-dispersion tistex!f @ is greater

than O, over-dispersion exists, whereas if it ssl¢han zero, under-dispersion exists). In the@uut
above, the likelihood-ratio test of alpha (outlinedyellow) tells us that we can fail to reject thall
hypothesis that alpha equals zero. Because atph@gnificantly positive, over-dispersion existstire
data.

STATA COMMAND 15.4:

Code:“nbreg varl var2 var3 .”, where varl is your dependent variable, and veag3, ... are
your independent variables.

Output produced:Generates negative binomial regression outputyevheta coefficients of independent
variables are expressed in terms of the naturabidlye expected/average/mean count.

Negative binomial regression adjusts the variarfce dependent variable by alpha in order to fatis
the equi-dispersion assumption. With this adjustimée standard errors of the former Poisson model
are adjusted upwards, producing lower z-statistivd reducing the risk of a Type 1 error. In tewhs
interpreting its beta coefficients, negative binalmiegression’s output can be treated identicadly t
Poisson’s; beta coefficients are expressed in tefmise natural log of the expected/average/meamtco
and only general claims can be made about the titireof the effect (i.e. higher values of X
increases/decreases the expected/average/mean).colmtorder to attach meaning to these beta
coefficients, one can either calculate predicteldies (via “prvalue” or “prgen”, not discussed iristh
lesson, although their use in “nbreg” is identitalthat in “poisson” and “logit”) or factor changes
Factor changes can be computed in an identical emeamthat used for Poisson. Immediately after the
negative binomial regression, type “listcoef”. Yshould be presented with the following output:

1.19699

. 71691 . . 000
. 04740 5. . 000
. 92905 4.66 . 000
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CONGRATULATIONS! You have just calculated factor changes for negative binomial regession
output using STATA! As with Poisson, factor changes that are largar tree indicates that an increase
in X leads to a multiplicative increase in the extpd/average/mean count, while a factor changeighat
less than one indicates that an increase in X letmlsa multiplicative decrease in the
expected/average/mean count. If we wanted topreethe factor change for the maxorsupersec Variab
we would claim the followingif a facility is a maximum or supermax securityspn, relative to a
minimum security prison, the expected/average/ngeant of inmate assaults will increase by a factbr
7.748.

An added benefit negative binomial regression,d&ssits correction of over/under-dispersion, is this
regression method also more accurately predictatsamutcomes for data that is heavily skewed tosvard
zero. We can observe this by using the “prcountsfimand. Immediately after you run the negative
binomial regression above (notice, we're using #ane model specification as we used for the
multivariate Poisson regression), type “prcountsbpeg, plot max(50)”. STATA should create 50 new
variables associated with our negative binomiatesgjon model that display the predicted probadslit
of witnessing a specific count outcome, as well the predicted (prnbregpreq) and observed
(prnbregobeq) count outcomes for the negative biabragression model. In order to determine whethe
negative binomial regression more accruately ptediero counts, type the following command into the
STATA command box: “graph twoway connected prnbbegpprnbregpreq prnbregval”. You should be
presented with the following graphic:

lnfl Stata Graph - Graph o || =]
Boe Oy
File Edit Object Graph Tools Help
i} Graph| 4 kX
L
wl: -
[
)
('\! -
L
O -
T T T T T T
0 10 20 30 40 50
Count
—#—— QObserved Pr(y=k) from nbreg —#— Predicted Pr(y=k) from nbreb

CONGRATUALTIONS! You have just created a graphic which compares the distribution of the
predicted values from a negative binomial regressiomodel to the distribution of the actual count
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outcomes in STATA! Unlike Poisson, the distribution of negative himal regression’s predicted
values better match the distribution of the acamint values, especially in regards to the reptatien
of zeros. Because negative binomial regressiom loorrects for over/under-dispersion and more

accurately predicts counts that have zero-skeis,ritore commonly employed for counts modeling than
Poisson.
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Practice Problems:

Practice Problem 1: Run an OLS regression modabusie number of reported inmate assaults on staff
(inassstaffn) as the dependent variable, and tHewiag independent variables: the medium and
maximum (or supermax) security dummies, the priyaison dummy, the degree of crowding in the
prison and the age of the facility. Which variabége significant predictors of inmate assaultstaff?

Is the model suitable for an analysis on the detents of inmate assaults on staff (make sureduige
evidence with your claim)?

Practice Problem 2: Run a Poisson model usingdfeession from Problem 1 above. Which variables
are significant predictors of inmate assaults @ff siccording to the model? How would you gengrall
interpret the results of the age variable? The arssupermax security dummy?

Practice Problem 3: Using the model from Problenmirpret the results of the age variable and the
medium security prison dummy in terms of factorrafes. How would you interpret age in standardized
factor changes?

Practice Problem 4Selecting 20 as the maximum count valdees the Poisson model in Problem 2
accurately predict the distribution of inmate afisaon prison staff? Why or why not?

Practice Problem 5: What are the benefits of usiegative binomial regression over Poisson? Ugieg t
model from Problem 2, is the equi-dispersion assiompiolated? If so, what does this mean abouiryo
Poisson estimates? How do your estimates frormn#dugative binomial regression model compare to
those from the Poisson model?

Practice Problem 6: Using the negative binomiatesgjion output from Problem 5, interpret the infice
of crowding, the age of the facility and whetheisia medium security prison on the number of d&sau
on prison staff in terms of factor changes.

Practice Problem 7: Does the negative binomial hddea better job of predicting the distribution of
inmate assaults on prison staff (use 20 as thermaxicount value)? Why or why not?
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Appendix I: Helpful Commands for Data Cleaning/Mgeaent

One thing you will discover in data analysis, esc if using datasets that were coded by other
researchers, is that datasets are not ready forssance you open them. Often they need to éaned
and properly coded, especially if variables stdise within string form (i.e. are coded as wordgyiat
STATA does not recognize, rather than numbers, WISTATA does recognize). One great feature
about STATA is that it enables researchers to maaagl recode their data. In this lesson, youlagltn
the six following major commands which are most ownly used in data management.

STATA Command A.1: destring
STATA Command A.2: sort
STATA Command A.3: drop/keep
A.3.1 Dropping observations
A.3.2 Dropping variables
A.3.3 Keeping observations
STATA Command A.4: encode
A.4.1 Codifying nominal categorical variables
A.4.2 Codifying ordinal categorical variables
STATA Command A.5: replace
A.5.1 Replacing numerical values with missing value
A.5.2 Replacing numerical values with other nunan@lues
STATA Command A.6: generate
A.6.1 Replicating a variable

A.6.2 Creating a variable that is conditional oe #alues of another variable
A.6.3 Creating a variable that is a mathematicatfion of one or more variables

We will use two datasets to practice these commands 1.) The Civil Servant Survey administered by
Professor Brent Steel at Oregon State Universitg, 2) an elections statements database, created an
used by MPP student Michael Nash for his MPP thedisch documents which electoral candidates had
public statements judged by the fact checking agétalitifact. The first dataset will be used falt
exercises within the lesson, while the second bélthe subject of the practice problems at the &tk
variables included in the excel file are:

» state: The state where the civil servant works

e yearsgov: The number of years in government thiksgvvant has worked

» opendialogue: The degree to which the responddigviee the department in which he/she
works encourages open dialogue (1 for “stronglyeayr?2 for “agree”, 3 for “somewhat
agree”, 4 for “don’t know”, 5 for “somewhat disagie6 for “disagree”, and 7 for “strongly
disagree”)

» technologyused: The frequency of which advancetinglogy the respondent believes is
used within his/her office (responses ranging fronfrequently”, “sometimes”, “always”
and “NA”)

» excellentcivilservice: The degree to which the oegfent believes his/her office has an
excellent civil service system (1 for “strongly egt, 2 for “agree”, 3 for “somewhat agree”,
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4 for “don’t know”, 5 for “somewhat disagree”, 6rftdisagree”, 7 for “strongly disagree”,
and “NR” for “not recorded”)

» degree: The highest level of education receivethbyrespondent (NOTE: this variable was
fabricated for this exercise to preserve the idgwofi the respondent)

» expertise: The primary field of expertise of thespendent (NOTE: this variable was
fabricated for purposes of the module)

» gender: The gender of the respondent (1 for “ma&dqr “female”, and “#NULL!" for “not
recorded”)

* age: The age of the respondent (NOTE: this variade fabricated for this exercise to
preserve the identity of the respondent)

Start by copying/pasting the data in the excelagsbeet into the data editor in STATA. You may &ee
box that statesY'ou attempted to paste one or more string valugsnameric variables. The contents of
these cells, if any, are unchangedClick “OK”. Your data should be presented aldws:

EID'ataEdi‘tor EE
Restore [ Sort ][ < ][ e ][ Hide ] [Delete...]

excellentc~e[35] = E

state vearsgov | opendialogue | technology~d | excellentc~e degree expertize gender age
1 Oregan 33 1 | Infrequently 7 BA Public Admin 2 54
2 Oregon 1 | Infrequently 3 BA Public Admin 1 25
3 Oregon 2 | Infrequently 4 BA Public Admin 2 24
4 Oregon 33 2 | Infrequently 3 BA Public Admin 1 54
5 Oregon 19 1 | Infrequently 5 BA Public Admin 2 40
[ Utah 10 1 | Infrequently . BA Public Admin 2 31
7 Utah 13 2 | Infrequently 1 BA Public Admin 1 34
8 Utah 7 4 | Infrequently 4 B.A Public Admin 2 28
9 Utah 12 5 | Infrequently 3 E.A Public Admin 1 33
10 Utah 21 2 | Infrequently 1 B.A Public Admin 2 42
11 | Washingtaon 31 1 | Infrequently 7 B.A Public Admin 2 52
12 | Washington 20 1 | Infrequently 1 B.A Public Admin 2 1
13 | Wwashington 16 1 | Infrequently 2 B.A Public Admin 2 37
14 | Washington 22 1 | Infrequently z E.A. Public Admin 2z 43
15 | Wwashington 23 2z | Infrequently 5 B.A. Public aAdmin 2z 44
16 | Washington 8 2 | Infrequently 5 | Bachelors Public Admin 2 29
17 Oregon 11 1 | Infrequently 3 | Bachelors Public Admin 1 32
18 Oregon 5 3 | Infrequently 6 | Bachelors Public Admin 2 26
19 Oregon 13 5 | Infrequently 3 | Bachelors Public Admin 2z 34
20 Oregan 15 5 | Infrequently 3 | Bachelors Public Admin 2 36
21 Oregon 20 1 | Infrequently 1 | Bachelors Public Admin 1 41
22 Utah 26 1 | Infrequently 4 | Bachelors Public Admin 2 47
23 Utah 10 2 | Infrequently 2 | Bachelors Public Admin 1 31
24 Utah 15 2 | Infrequently 3 | Bachelors Public Admin 1 36
25 Utah 17 2z | Infrequently 3 | Bachelors Public Admin 1 38
26 Utah 16 3 | Infrequently 5 | Bachelors Public Admin 1 37
27 Utah 15 5 | Infrequently 3 | Bachelors Public Admin 1 36
28 | Wwashington 26 3 | Infrequently 6 | Bachelors Public Admin 2z 47
29 | Wwashington 28 3 | Infrequently 6 | Bachelors Public Admin 2 49
30 | Washington 13 1 | Infrequently 4 | Bachelors Public Admin 1 34
31 Oregon 16 1 Sometimes 3 | Bachelors Public Admin 1 37
32 Oregon 10 3 Sometimes 4 | Bachelors Public Admin 2 3
33 Utah 23 1 sometimes 6 | Bachelors Public Admin 1 44

Note that with this given dataset, only five valéb (those in black) are analyzable: “yearsgov”,
“opendialogue”, “excellentcivilservice”, “genderdnd “age”. This is because these values are nameri
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STATA does not recognize string (word) variablelsence, anytime a variable is highlighted in redy yo
will not be able to quantitatively analyze. Alsot@ that for variables which had some string respsn
for a numerical variable (i.e. “NR” for “excellemdservice”, or “#NULL!" for “gender”), STATA
automatically replaced these values with periodsttie symbol for missing values in STATA (you Wil
learn how to replace missing values with periodswg This may not always happen however — you
will notice this in your practice problems. If ydind that one of your numerical variables is praed in
red, due to the presence of several cells whicte tsking variables within them, you must use the
“destring” command to replace these. For examp®&TATA had not removed the “NR” responses from
our “excellentcivilservice” variable, you would favo type the following command into your STATA
command editor: “destring excellentcivilserviceyleee ignore(NR)”.

STATA COMMAND A.1:

Code:“destring varl, replace ignore(word)

Output produced:Expels worded values (word) from an otherwise etical variable, varl.

The civil service survey was administered acrogsethstates (Washington, Oregon and Utah) and
contains 1,339 observations. Let's say that yau anly interested in analyzing data for the Pacific
Northwest and hence wish to expunge Utah from ytadafile (if you download datasets from ICPSR,
you may find datafiles with over 100,000 observagiomost of which you may prefer to delete!). In
order to know which variables to drop, it is helpf@ use the “sort” command first, which orders you
data either alphabetically if it is a string vat@bor in numerical order if it is a numerical \abie. In the
STATA command box type “sort state” and enter. Yway find that only the command is presented in
the output window, nothing else. However, re-opeuar data editor and you should see the following:
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(] Data Editor [r=-lls

[F'leserve ][ Restore ] [ Sort ] £ [ e ][ Hide ] [ Delete... ]

=tate[35] = EEN
=tate vearsgov | opendialogue | technology~d | excellentc~e degree expertise gender age
1 aregon 4 1 | Infrequently 7 EA | Environmental Policy 2 22
2 aregon 32 1 | Infrequently 4 | Bachelors Public Admin 1 59
3 QOregon 21 2 Sometimes 4 MPA Legal Issues 2 51
4 QOregon 36 3 Sometimes 3 MPA Legal Issues 1 66
5 Oregon 9 3 Sometimes 4 PhD Legal Issues 2 39
[ Oregon 38 2 | Infrequently 1 | Bachelors | Environmental Policy 2 153
7 Oregon 3 4 Always 4 | Doctorate Energy Policy 1 37
8 Oregon 24 3 Sometimes 3 PhD Economic Policy 1 53
9 Oregon [ 2z Sometimes 4 MPA Economic Policy 1 35
10 Oregon 16 2 | Infrequently 3 MPP Economic Policy 1 45
11 Oregon 16 3 sometimes 3 | Doctorate | Environmental Policy 2 46
1z Oregon 27 2 | Infrequently 4 MPF Economic Policy 1 56
13 aregon 3 1 Sometimes 3 ES Legal Issues 2 30
14 QOregon 16 3 Sometimes 5 MPA Economic Policy 2 45
15 QOregon 32 3 Always 5 | Doctorate | Environmental Policy 1 50
16 Oregon 19 2 Sometimes 5 MPA Economic Policy 2 48
17 Oregon 7 5 Always 4 | Doctorate Energy Policy 1 36
13 Oregon 33 3 Always 4 | Doctorate | Environmental Policy 2 51
19 Oregon 24 2 Always [ Masters Legal Issues 1 51
20 Oregon : 4 Sometimes 5 | Doctorate Energy Policy 1 37
2 Oregon 29 7 | Infrequently 5 Diploma Public Admin 1 54
22 Oregon 19 3 sometimes 3 | Doctorate Energy Policy 1 48
23 Oregon 31 2z Always 4 | Doctorate Public admin 2 56
24 Oregon 22 2 Always 5 | Doctorate | Environmental Policy 2 40
25 aregon 15 1 Always 5 Masters Public Admin 2 43
26 QOregon 36 1 | Infrequently 2 | Bachelors | Environmental Policy 2 54
& QOregon 23 3 Sometimes 3 PhD Economic Policy 1 52
28 Oregon 44 1 Always 3 | Doctorate Energy Policy 1 73
29 Oregon 17 2 Sometimes 3 MPA Economic Policy 1 46
30 Oregon 1z 2 Sometimes 3 MPA Economic Policy 1 41
31 Oregon 30 i Always 6 | Bachelors Public Admin 2 51
32 Oregon 45 4 Always 6 | Doctorate | Environmental Policy 2 63
33 Oregon 29 3 Sometimes 3 PhD Economic Policy 1 58
34 Oregon 20 3 | Infrequently 5 MPF Public admin 1 45

Congratulations! You have just sorted your data bystate in STATA!

STATA COMMAND A.2:

Code:“sort varT

Output produced:Sorts your data either alphabetically or numdlgiGccording to varl.

As you scroll down your data editor, you will séattyour entire data is ordered alphabetically tayes
This makes it easier to determine which observatifn our case, those associated with Utah civil
servants) to drop, which we turn to next. Howebefpre we implement the drop and keep commands, it
is VITAL that you save a copy of the full dataset firsthc® you drop observations, you cannot re-obtain
them unless you saved a master copy. To saveathefite, click on the “File” tab and then “Save”As
and call the file “Masterdataset”.
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To drop observations you need to specifically iderndo STATA which observations you wish to expel.
Open up your data editor and scroll down to tharbegg of the Utah entries — you should note thiat a
respondents from Utah occupy observation 454 to 88lbse the data editor and type in the command
box “drop in 454/887” (the later piece of codinglitates the range of observations you wish to dglet
inclusive of the first and final value — this is wit is helpful to sort your data first). Like thsort
command, you should see the command in white, agaoied by green text which identifies how many
observations were dropped (in this case 434). pethe data editor and scroll down to the enchef t
Oregon entries. You should see the following:

Ifl Drata Editor EIE

|F‘resewe || Restore | | Sort | <« | > ” Hide | | Delete...

state vearsgov | opendialogue | technology~d | excellentc~e degree expertise gender age
451 Oregon 15 3 Always 7 | Bachelors Public Admin 2z 40
452 Oregon 25 3 sometimes 3 | Doctorate Energy Policy 1 54
453 Oregon 16 3 sometimes 4 PhD Economic Policy 1 45
454 | Washington 9 3 Sometimes 3 | Doctorate Energy Policy 2 38
455 | Washington 15 2 | Infrequently . BS Public Admin 1 36
456 | Wwashington 31 5 | Infrequently 4 BS | Environmental Policy z 49
457 | wazhinntan ] 7 Sametimes 3 | Rarhelnrs Pihlir admin 7 33

Congratulations! You have just dropped multiple olservations in STATA!

You can also drop variables from your dataset. dayvanted to drop the variable age from our datase
as we no longer needed it for our analysis. Sintphe “drop age” into the STATA command box.
Similar to the results above, you should only de® command replicated in the black/white STATA
output box. If you open the data editor, howeyey will notice that age is no longer in the datase

As emphasized above, once you drop observatior&TWTA you cannot retrieve them. Hence, you
should ONLY consider dropping values if your datasetoo big to manage in its complete form (i.e.
those with hundreds of thousands of observati@m) ONLY after you save a master copy for your file

STATA COMMAND A.3.1:

Code:“drop in valuel/value2 where valuel is the first number of your obséiprarange and value?2 is
the final number of the observation range.

Output produced:Drops multiple observations in STATA.

Caveat Once you drop observations, you CAN NOT retritheam. Make sure to save a master file
before you do so.
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STATA COMMAND A.3.2:
Code:“drop varZ, where varl is the variable within the datasat ygsh to drop.
Output produced:Removes the variable from your dataset.

Caveat Once you drop variables, you CAN NOT retrieventheMake sure to save a master file before
you do so.

The drop command is a convenient one to use ifwiigh to expunge a small subset of data from your
dataset. If you wish to expunge a large subsetekier, the keep command may be more appropriate.
Close down the datafile (do not save it) and redperMaster file with observations from all threéatss.
Now, say instead of only analyzing data for theiffadNorthwest respondents, you are interested in
analyzing data for civil servants working only itad. In the command box, type “keep in 454/88'6u y
should see the command as well as the number ehdifons expunged (905) in the output box. Open
the data editor and you should see the following:

Ifl Data Editor EIE
| Preserve || Restore | | Sart | < | wr || Hide | | Delete... |
state[35] =
=tate yearsgov | opendialogue | technology~d | excellentc~e degree expertise gender age
1 Utah 38 5 Always 5 Masters Legal Isszues 1 68
2 Utah 16 2 | Infrequently 3 MBA Economic Policy 2 45
3 Utah 20 2 | Infrequently 2 | Bachelors Public Admin 1 41
4 Utah 15 3 Always 4 | Doctorate Energy Policy 1 44
5 Utah 24 3 | Infrequently 3 MBA Energy Policy 1 53
] Utah 13 z Sometimes 3 Ph.D. Economic Policy 2 42
7 Utah 21 3 Always 3 | Doctorate Energy Policy 1 50
8 Utah 24 3 | Infrequently 3 MBA Legal Issues 1 54
9 Utah 28 5 sometimes 4 Ph.D. Energy Policy 1 57
10 Utah 4 2 Always 2 | Bachelors Public Admin 2 29
11 Utah 30 2 | Infrequently [ BES Public Admin 2 57
12 Utah 27 7 Always 3 | Doctorate Energy Policy 1 56
13 Utah 25 1 Sometimes 3 Ph.D. Legal Issues 1 55
14 Utah 32 3 Always 6 MPP Energy Policy 1 61
15 Utah 20 1 | Infrequently 4 | Bachelors | Environmental Policy 2 38
16 Utah 19 5 | Infrequently [ BES Energy Policy 1 43
17 Utah 28 5 Always 5 Masters Legal Issues 1 58
18 Utah 10 2 | Infrequently 3 | Bachelors Public Admin 1 37
19 Utah z0 2 | Infrequently 4 Diploma | Environmental Policy 1 38
20 Utah 30 5 Sometimes 4 | Bachelors Public Admin 2 55
21 Utah 22 2 | Infrequently 4 BA | Environmental Policy 1 40
22 Utah 24 3 sometimes 2 Ph. D. Energy Policy 2 53
23 Utah 24 (3 Always 4 MPP Economic Policy 2 53
24 Utah 16 3 sometimes 3 Ph.D. Legal Isszues 2 46

Congratulations! You have just kept multiple obsevations in STATA!

Both the “drop” and “keep” commands should not beduwith small datasets that are easy to manage for
the primary reason that once they are implemergeglinged data are not recoverable. If you wish to
analyze a subset of data within a manageable dathsee are other ways to do so without dropping
values (namely using the “if” add-on, which we vadme to later).
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STATA COMMAND A.3.3:

Code:“keep in valuel/value2 where valuel is the first number of your obséiprarange and value?2 is
the final number of the observation range.

Output produced:Keeps multiple observations in STATA.

Caveat Once you keep observations, you CAN NOT retrithase you expunge. Make sure to save 3
master file before you do so.

Once you define which observations you desire tpkgou can then move on to coding string variables
which STATA is unable to quantitatively analyze. o84 data management can be done using some
variation of the last three commands of this modtdmcode”, “replace”, and “generate”. The first
command codifies string variables (i.e. makes wardseric), the second replaces numerical/missing
values with values specified by the researcher, thedthird creates numerical variables from those
existing within your dataset. Going back to thestaafile, begin with the encode command. Say see a
interested in numerically coding a civil servarfisdd of expertise. To do so, you must specifyeavn
variable name to STATA that you wish to create’glatall the codified version of “expertise”
“expertisevalue”). Type the following command infte STATA command box: “encode expertise,

generate(expertisevalue)”. Open up your data editw should see the following:
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;][ Sort ][ 44 ] £ [ Hide ] [Delete...
expertisev~e[1l] = ﬁ

nology~d | excellentc~e degree EXPEr L 1mw | gender age expertisevalue [
squentTy 7 BA | Environmental Policy 2 S _
squent Ty 4 | Bachelors Public Admin 1 59 Public Admin |
metimes 4 MPA Legal Issues 2 51 Legal Issues [
metimes 3 MPA Legal Issues 1 66 Legal Issues [
metimes 4 PhD Legal Issues 2 39 Legal Issues [
squentTy 1 | Bachelors | Environmental Policy 2 56 | Enwvironmental Policy [
Always 4 | Doctorate Energy Policy 1 37 Energy Policy [
metimes 3 PhD Economic Policy 1 53 Economic Policy [
metimes 4 MPA Economic Policy 1 35 Economic Policy [
squentTy 3 MPP Economic Policy 1 45 Economic Policy B
ymetimes 3 | Doctorate | Environmental Policy 2 46 | Environmental Policy B
squent Ty 4 MPP Economic Policy 1 56 Economic Policy [
metimes 3 BS Legal Issues 2 30 Legal Issues [
metimes 5 MPA Economic Policy 2 45 Economic Policy [
Always 5 | Doctorate | Environmental Policy 1 50 | Enwvironmental Policy [
metimes 5 MPA Economic Policy 2 48 Economic Policy [
Always 4 | Doctorate Energy Policy 1 36 Energy Policy [
Always 4 | Doctorate | Environmental Policy 2 51 | Environmental Policy [
Always 3 Masters Legal Issues 1 51 S [
imetimes 5 | Doctorate Energy Policy 1 37 Energy Policy
squent Ty 5 Diploma Public Admin 1 54 Public Admin

Congratulations! You have just numerically codified a nominal string variable in STATA!

Notice that in your new variable column, the saal®els are attached to each cell, yet when youigtghl
the blue cell, a numerical value emerges. Thismmehat STATA treats this category as the specified
numerical value (in this case, the expertise categb environmental policy has received a numerical
value of 3). Once you have encoded a string vimjab is possible to conduct relevant regression
analysis with your created data (i.e. multinomagjistic regression) or create dummy variables tiother
data analysis.

STATA COMMAND A.4.1:

Code:“encode varl, generate(newvatlyvhere varl is a string variable, and newvarthesnumerically
coded version of varl.

Output produced:Numerically codifies string variables in STATA.

Caveat Unless specified otherwise, string data is asgigralues based on alphabetical order.
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The one caveat about the encode command is thased in isolation, it will assign numerical values
based upon alphabetical order. This is probleniiayicur string variable is an ordinal one (i.eeomhere
numerical ordering matters). For example, if weogling the “technologyuse” variable, rather than
assigning a coding of 1, 2, and 3 to “Always”, “Satimes” and “Infrequently”, in their proper order,
STATA would assign a value of 1 to “Always”, 2 tinfrequently” and 3 to “Sometimes”, as this is the
alphabetical order of these categories. Lucky,gheode command comes with a pre-command that
enables you to specify which values you want assigio which categories of a string variable, if
relevant. To create an ordinal ranking scale feclinologyuse”, first type the following commandoin
the STATA command box: “label define techusedvaluglways 2 Sometimes 3 Infrequently” (note:
STATA is case sensitive so you must type the categlovalues verbatim, i.e. including capital lestein
order for the code values to register). This WiDT create a variable, but it will specify to STATAat

the variable you create afterword (which MUST bmed “techusedvalue”) will have these coding values
for the specified category. Immediately after ygpe in the code above, type the following command
into the STATA command editor: “encode technologyugenerate(techusedvalue)’. Open the data
editor, you should see the following new variable:

(7] Data Editor [r=e ]l
| Preserve || Restore | | Sort || | ¥ [ Hide | | Delete.., |
techusedva~e[3] = B
I technology~d [ excellentee | degree Loy "oFicg [ gender [ age [ expertizevalue techusedva~e
5| Infreqﬁeht‘:y | 7| BA | Environmental Policy 2 22 | Environmental F‘b'.'icy I.n.'F.re.quént‘.y |
2| Infrequently [ 4 | Bachelors | Public Admin | 1| 5y | Public Admin Infrequently |
21| Sometimes | 4| MPA | Legal Issues | 2| 51 | Legal Torhes. -
4| Sometimes | 3| MPA | Legal Issues | | 66 | Legal Issues Sometimes |
5 | Sometimes | a | PhD | Legal Isczues =] 39| Legal Issues Sometimes |
& | I|1'Fr;equent1;.; [ 1 | Bachelors | Environmental Pdiicy 7 | 56 | Environmental Policy Infrequeﬁt'ly |
| i‘-“.-'.-.'ays | 4 | Doctorate | Energy PD;"IC'y‘ | £ 37 | Eher‘gy F‘o‘.'.'.cy- ﬁ.«‘,'n'ays |
2| Sometimes | 3| PhD | Economic Policy | = | 53 | Economic F‘o’l'icy- Sometimes |
g | Sometimes | 1 MPA | Economic Po'llicy [ 3] 35 | Economic F"o_,'{cy Sometimes |
10 | Infrequently [ 3| MPP | Economic Policy | 1| a5 | Economic Policy | Sni oqasnciy :
11 | Sometimes | 3 | Doctorate | Environmental Policy | 2| 46 | Environmental F‘ol'ic;;” Sometimes |
172 | I]TFrequent‘.y | 4 | MPP | Economic Policy | | 56 | Economic F:‘o'!icy "In'i"requentiy |
43 [ L > [-¥ I mm=T Teriime- - 1Y I mmaT Temiime [

Congratulations! You have just numerically codified an ordinal string variable in STATA!

As you click on the cell contents of your new vhl&a you should notice the values of the categories
overlap with those you created in the previousllabexmand. One word of caution however; once you
create a label command for a new variable, thokeesawill stick with the new variable even if yotog

it from the dataset. Hence, if you type in the mga@oding, you will have to specify a different iadnle
name doing it the second (correct) time around.
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STATA COMMAND A.4.2:

(4%

Code:“label define newvar 1 categoryl 2 category2 3 catgg...”, where “newvar” is the new variabl
to be created, 1 is the numerical value you wisisgn to categoryl, 2 is the numerical value
you wish to assign to category2, and so on.

“encode varl, generate(newvarwhere varl is a string variable, and newvarl ésdtdinally
coded version of varl.

1%

Output produced:Codifies string variables in STATA using a spiecifordinal scale.

Now that you have codified your “technologyuse”iahle, you may notice that a value of 4 was assigne
to the “NA” category. As you will learn in the onél logistic regression less, non-responses/not-
applicable/don’t-know responses should be treatieel & missing value — no useful information is
conveyed via these types of categories. You thegefvant to replace these responses with periods,
STATA'’s code for missing values with the “replac&mmand. To recode the “NA” category for the
“techusedvalue” variable, type the following commanto the command box: “replace techusedvalue=.
if techusedvalue==4". Under the command in thepoutoox, STATA should tell you how many
observations of “techusedvalue” were replaced bi{iri.this case 17). Open up the data editor amdlis
down to a cell that previously had an “NA” codimgii. You should see the following:

j Data Editer E\E
Preserve || Restare | | Sort || 44 | 3 Hide Delete. .

techusedva~e[164] = [§

technology~d | excellentc~e degree NP wioT gender age expertisevalue techusedva~e

163 Sometimes 5 PhD Economic Policy 1 28 Economic Policy Snmatimes

164 NA 7 PP Legal Issues 2 61 Lega: 1ooves -

165 SOMEL s 1 ES Legal Iz=zues 1 61 Legal Izzues S L IS
5 1

166 Sometimes Diploma Energy Policy 50 Energy Policy Sometimes

Congratulations! You have just replaced a numerichvalue with a missing value in STATA!

The replace command can also be used to recodericaimelues with other numerical values. Taking
the “gender” variable, let's recode this into a doynvariable coding of 0 and 1 rather than 1 anga® (
may need to “destring” gender beforehat{d)et’s replace the female coding of 2 in the gendeiable
with that of 0 — hence our gender variable will e the value of 1 for “male” and O for “female”.
Type “replace gender=0 if gender==2". After yopeyin the command to STATA you should note that
580 cells have been replaced with 0 (indicating there are 580 women in the sample). Open yotar da
editor, and you should see the following codingdender:

3 Dummy variables are those whose outcome is biffiaey can only embody two values such as “yes/no”,
“male/female”, etc.). When including dummy varieblin regression analysis, it is common practiceotte them
as 0/1.
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j Data Editor

[ Prezere ][ Restore ] [ Sart ][ {4 ][ b ][ Hide ] [ Delete. .
yvearsgov[l] = E

yearsgov | opendialogue | technology~d | excellentc~e degree expertise gender
1 n 1 | Infrequently 7 B&A | Environmental Policy 0o
2 32 1 | Infrequently 4 | Bachelors Public Admin 1
3 21 2 Sometimes 4 MPA Legal Issues ]
4 36 3 Sometimes 3 MPA Legal Issues 1
5 g 3 Sometimes 4 PhD Legal Issues 0
[ 38 2 | Infrequently 1 | Bachelors | Environmental Policy ]
i 8 4 Always 4 | Doctorate Energy Policy 1
8 24 3 Sometimes 3 PhD Economic Policy 1
9 6 2 Sometimes 4 MPA Economic Policy 1
10 16 2 | Infrequently 3 MPP Economic Policy 1
11 16 3 Sometimes 3 | Doctorate | Environmental Policy ]
12 27 2 | Infrequently 4 MPP Economic Policy 1
13 3 1 Sometimes 3 BS Legal Issues ]
14 16 3 Sometimes 5 MPA Economic Policy 0o
15 32 3 Always 5 | Doctorate | Environmental Policy 1
16 19 2 Sometimes 5 MPA Economic Policy ]

Congratulations! You have just replaced a numerichvalue with another numerical value in
STATA!

STATA COMMAND A.5.1:

Code:“replace varl=. if varl==# where # is the value of varl you wish to replacth a missing
observation.

Output produced:Replaces a numerical value with a missing value.
STATA COMMAND A.5.2:

Code:“replace varl=#1 if varl==#2 where #1 is the original value of varl, and #2he value you
wish to replace it with.

Output produced:Replaces a numerical value with another numeviahie.

The replace command is helpful for removing emm@sponses from both numerical and coded string
variables, as well as replacing numerical valueth wiher numerical ones. If used with the encode
command, it can also be a helpful way to condemisegsvalues with multiple categories into fewer
categories. Take the degree variable for exam@&aen how responses were written into the survey,
there are multiple categories for a given degré@r the bachelor's degree category, there are four
different types of coding — “Bachelors”, “BA”, “B.A and “BS”. If you used the encode command,
however, rather than condensing this into one cayedTATA would codify each category separately
given the different spelling (even BA and B.A.). oY can use the “label”, “encode” and “replace”
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command to condense these degree categories. rRahenaving 12 different degree names, let'sterea
four general categories: Diploma, Bachelors, Mastnd Doctorate.

To start the condensing process, we first wanpexify to STATA the specific coding we want for our
broad categories. Let's specify that we want tipdocha category to have a coding of 1, the Baclselor
category to have a coding of 2, the Masters cageigohave a coding of 3, and the Doctorate catetmry
have a coding of four. Type the following commanith the command box: “label define degreevalue 1
Diploma 2 Bachelors 3 Masters 4 Doctorate” (dowotry about creating labels for the other categorie
— STATA will automatically do this based on alphtite order). Then type “encode degree,
generate(degreevalue)” into the command box. @pedata editor and you should see the following:

[E=
] Sort <4 b " Hide | Delete... |
degreevalue[2] =

te yearsgov | opendialogue | technology-d | exceiicaio - degree expertise gender age degreevalue
egon 4 1 | Infrequently 7 BA | Envirunmca oo’ Balicy d 22 g
egon 32 1 | Infrequently 4 | Bachelors Public Admin L 9
egon 21 z Sometimes 4 MPA Legal Izsues z 51 Mo
egon 36 3 Sometimes 3 MPA Legal Issues 1 13 MPA
egon 9 3 Sometimes 4 PhD Legal Izszues 2z 39 PhD
egon 38 2 | Infrequently 1 | Bachelors | Environmental Policy b 56 Bachelors
egon 3 4 Always 4 | Doctorate Energy Policy 1 37 Doctorate
egon 24 3 Sometimes 3 PhD Economic Policy 1 53 PhD
egon [ b Sometimes 4 MPA Economic Policy 1 35 MPA
egon 16 2 | Infrequently 3 MPP Economic Policy 1 45 MPP
egon 16 3 Sometimes 3 | Doctorate | Environmental Policy z 46 Doctorate
egon 27 2 | Infrequently 4 MPP Economic Policy 1 56 MPP
egon 3 1 Sometimes 3 BS Legal Izszues 2z 30 BES
egon 16 3 Sometimes 5 MPA Economic Policy z 45 MPA
egon 32 3 Always 5 | Doctorate | Environmental Policy 1 50 Doctorate
egon 19 2z Sometimes 5 MPA Economic Policy 2z 48 MPA
egon 7 5 Always 4 | Doctorate Energy Policy 1 36 Doctorate

Notice that STATA has assigned the 1, 2, 3, andding to the Diploma, Bachelors, Masters and
Doctorate categories, while assigning values oh& higher to the other categories based upon their
alphabetical order. To condense all bachelor degetegories into the “2” category, click over each
category cell to determine their numerical valuet(tusing the sort command on the degree variaalg
make this easier): B.A. should have a value of&,aBvalue of 6, and BS a value of 7. Starting wfita
bachelor degree category, type the following tlreplace” commands into the command box to replace
their values with the general Bachelors value of 2:

“replace degreevalue=2 if degreevalue==5"
“replace degreevalue=2 if degreevalue==6"
“replace degreevalue=2 if degreevalue==7"

Open your data editor and you should see the faligw
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=8

@[ St ][ <& ] »> [ Hide ] [Delete...]

degreevalue[13] = E

state wearsgov | opendialogue | technology~d | excellentc~e degree expertise gender age degreevalue
Oregon 4 1 | Infrequently 7 BA . - - @imm EBachelors
Oregon 32 1 | Infrequently 4 | Bachelors Public Admin 1 59 Bachelors
Oregon 21 2 sometimes 4 MPA Legal Issues 2 51 MPA
Oregon 36 3 sometimes 3 MPA Legal Issues 1 66 MPA
Oregon 9 3 Sometimes 4 PhD Legal Issues 2 39 PhD
Oregon 38 2 | Infrequently 1 | Bachelors | Environmental Policy 2 56 Bachelors
Oregon 8 4 Always 4 | Doctorate Energy Policy 1 37 Doctorate
Oregon 24 3 sometimes 3 PhD Economic Policy 1 53 PhD
Oregon 6 2 sometimes 4 MPA Economic Policy 1 35 MPA
Oregon 16 2 | Infrequently 3 MPP Economic Policy 1 45 MPP
Oregon 16 3 Sometimes 3 | Doctorate | Environmental Policy 2 46 Doctorate
Oregon 27 2 | Infrequently 4 MPP Economic Policy 1 56 MPP
Oregon 3 1 sometimes 3 ES ’ S ﬁ
Oregon 16 3 sometimes 5 MPA Economic Policy 2 45 MPA
Oregon 32 3 Always 5 | Doctorate | Environmental Policy 1 50 Doctorate
Oregon 19 2 Sometimes 5 MPA Economic Policy 2 48 MPA
Oregon 7 5 Always 4 | Doctorate Energy Policy 1 36 Doctorate
Oregon 33 3 Always 4 | Doctorate | Environmental Policy z 51 Doctorate
Oregon 24 2 Always 7] Masters Legal Issues 1 51 Masters
Oregon 8 4 sometimes 5 | Doctorate Energy Policy 1 37 Doctorate
Oregon 29 7 | Infrequently 5 Diploma Public Admin 1 54 Diploma
Oregon 19 3 Sometimes 3 | Doctorate Energy Policy 1 48 Doctorate
Oregon 31 2 Always 4 | Doctorate Public Admin 2 56 Doctorate
Oregon 22 2 Always 5 | Doctorate | Environmental Policy 2 40 Doctorate
Oreqan 18 1 Always 5 Masters Fublic Admin 2 43 Masters

Notice that the BA, BS and B.A. degrees in the fdegalue” column have now been replaced with the
general “Bachelors” category with a coding of 2ouYcan repeat this process, condensing the MBA,
MPP and MPA categories into the general Masteregeay, and condensing the Ph.D. and PhD
categories into the general doctorate category. cd@wdense all Masters degrees into the general
“Masters” category (coding of 3), type the folloginommands into the command box:

“replace degreevalue=3 if degreevalue==8" (to recihd MBA degree)
“replace degreevalue=3 if degreevalue==9" (to recite MPA degree)
“replace degreevalue=3 if degreevalue==10" (to decihe MPP degree)

To condense the doctoral degrees into the genB@dtbrate” category (coding of 4), type the follogi
commands into the command box:

“replace degreevalue=4 if degreevalue==11" (to decine Ph.D. degree)
“replace degreevalue=4 if degreevalue==12" (to decihe PhD degree)

After typing these commands, your data editor stheohtain ONLY the four general degree categories:
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=

ot €4 [ 33 ][ Hide ] [ Delete... ]
state[7] = |0
yvearsgov | opendialogue | technology~d | excellentc~e degree expertise gender age degreevalue
4 1 | Infrequently 7 BA | Environmental Folicy z 22 Bachelors
32 1 | Infrequently 4 | Bachelors Public Admin 1 59 Bachelors
21 2 Sometimes 4 MPA Legal Issues 2 51 Masters
36 3 Sometimes 3 MPA Legal Issues 1 66 Masters
g 3 Sometimes 4 PhD Legal Issues Z 39 Doctorate
38 2 | Infrequently 1 | Bachelors | Environmental Policy z 56 Bachelors
3 4 Always 4 | Doctorate Energy Policy 1 37 Doctorate
24 3 Sometimes 3 PhD Economic Policy 1 53 Doctorate
[ 2 Sometimes 4 MPA Economic Policy 1 35 Masters
16 2 | Infreguently 3 MPP Economic Policy 1 45 Masters
16 3 Sometimes 3 | Doctorate | Environmental Policy z 46 Doctorate
27 2 | Infrequently 4 MPP Economic Policy 1 56 Masters
3 1 Sometimes 3 BS Legal Issues z 30 Bachelors
16 3 Sometimes 5 MPA Economic Policy 2 45 Masters
32 3 Always 5 | Doctorate | Environmental Palicy 1 50 Doctorate
19 2 Sometimes 5 MPA Economic Policy 2 48 Masters
- c R A Pimrt ot n [ [T B A & Pimrt mm b

The final data management command we will use tdasldlge “generate” command. This command is
very versatile; you can replicate variables, creptnew coding for categorical variables, as well as
creating new variables that are functions of onmore variables. Let's start with replicating aisble.

If you intend to manipulate a coded variable with teplace command, it may be beneficial to presarv
copy of its original version. Say we were integesin recoding our opendialogue variable, but waditbe
create a “back-up” copy in case we entered ourngpdicorrectly. To replicate a variable, you must
create a new name for the copy — we will call tioigendialogue2”. Type the following command into
the STATA command box: “generate opendialogue2=diadrgue”. Open the data editor and you
should see the following:

| Data Editor =
Preserve ][ Restare ] [ Sort ][ << ][ b ][ Hide ] [ Delete... ]
opendialogue[l] =

opendialogue | technology~d | excellentc~e degree expertise gender age degreevalue | opendialog~2
:i Infrequently 7 BA | Environmental Policy 2 22 Bachelors 1
2 1 | Infrequently 4 | Bachelors PubTic Admin 1 59 Bachelors 1
3 2 Sometimes 4 MPA Legal Iszues 2 51 Mazters 2
4 3 Sometimes 3 MPA Legal Issues 1 66 Masters 3
5 3 Sometimes 4 PhD Legal Issues 2 39 Doctorate 3
[ 2 | Infrequently 1 | Bachelors | Environmental Policy 2 56 Bachelors 2
7 4 Always 4 | Doctorate Energy Policy 1 37 Doctorate 4
8 3 Sometimes 3 PhD Economic Policy 1 53 Doctorate 3
9 2 Sometimes 4 MP& Economic Policy 1 35 Masters 2
10 2 | Infrequently 3 MPP Economic Policy 1 45 Masters 2
11 3 Sometimes 3 | Doctorate | Environmental Policy 2 46 Doctorate 3
12 2 | Infrequently 4 MPP Economic Policy 1 56 Masters 2z
13 1 Sometimes 3 ES Legal Issues 2 30 Bachelors 1
14 3 Sometimes 5 MP& Economic Policy 2 45 Masters 3
15 3 Always 5 | Doctorate | Environmental Policy 1 50 Doctorate 3
16 2 Sometimes 5 MPA Economic Policy 2 48 Masters 2
17 5 Always 4 | Doctorate Enerqy Policy 1 36 Doctorate 5

Congratulations! You have just replicated a varialte in STATA!
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STATA can also create new codifications of pre-ixgsvariables. Say rather than having a 1-4 agpdin
of degree obtained, we would rather express a nelgm’'s education in a 1-3 fashion: 1 for possesain
Diploma, 2 for possessing a Bachelor's degree afmr possessing an advanced degree (Masters or a
Doctorate). When you create an alternative coflinga variable, you should have multiple “generate”
commands that are conditional on the original \deis value. To make commands in STATA
conditional, you must type “if” and then the spagifion after it. In the case of our new degreeakde,

call this “degreevalue2”, type in the following abtional command into the STATA editor: “generate
degreevalue2=1 if degreevalue==1". This will getterthe new variable only for the “Diploma”
category. Open your data editor and you shouldrse=®llowing:

e
<« [ s> [ Hide | [ Delete.. |
y~d[16] = |[FSall
xcellentc~e degree expertise gender age degreevalue  opendialog~2 | degreevaluez?
7 BA | Environmental Policy 2 22 Bachelors 1
4 | Bachelors Public Admin 1 59 Bachelors 1
4 MPA Legal Issues 2 21 Masters 2
3 MPA& Legal Issues 1 66 Masters 3
4 PhD Legal Issues 2 39 Doctorate 3
1 | Bachelors | Environmental Policy 2 56 Bachelors 2
4 | Doctorate Energy Policy 1 37 Doctorate 4
3 PhD Economic Policy 1 53 Doctorate 3
4 MPA Economic Policy 1 35 Masters 2
3 MPP Economic Policy 1 45 Masters 2
3 | Doctorate | Environmental Policy 2 46 Doctorate 3
4 MPP Economic Policy 1 56 Masters 2
3 BS Legal Issues 2 30 Bachelors 1
5 MPA Economic Policy 2 45 Masters 3
5 | Doctorate | Environmental Policy 1 50 Doctorate 3
5 MPA Economic Policy 2 48 Masters 2
4 | Doctorate Energy Policy 1 36 Doctorate 5
4 | Doctorate | Environmental Policy 2 51 Doctorate 3
6 Masters Legal Issues 1 51 Masters 2
5 | Doctorate Energy Policy 1 37 Doctorate 4 .
5 Diploma Public Admin 1 54 Diploma 7 1
3 | Doctorate Energy Policy 1 48 Doctorate 3
4 | Doctorate Public Admin 2 56 Doctorate 2
5 | Doctorate | Environmental Policy 2 40 Doctorate 2

Notice that the new variable only has a value fer ¢ategory of “degreevalue” which we conditionally
specified within the command — 1. In order to ctetgthe creation of this new variable, we mustthse
replace command. Type the following two commamds the STATA command box:

“replace degreevalue2=2 if degreevalue==2" (thdifoes our new variable for the Bachelors category)
“replace degreevalue2=3 if degreevalue==3 | degtaew=4" (this codifies our new variable for the
Advanced degree category).

Open the data editor and you should see the faligwi
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<< || »» || Hide | | Delete. |

51 Doctorate
51 Masters

wrate | Environmental Policy

51 = [@
ree expertise gender age degreevalue | opendialog~2 | degreevaluez
B4 | Environmental Policy z 22 Bachelors 1 2z
ors Public Admin 1 59 Bachelors 1 2
MP& Legal Issues 2 51 Masters 2 3
MPA Legal Issues 1 66 Masters 3 3
PhD Legal Issues 2 39 3 3
tlors | Environmental Policy z 56 Bachelors 2 z
irate Energy Policy 1 37 Doctorate 4 3
PhD Economic Policy 1 53 Doctorate 3 3
MP& Economic Policy 1 35 Mazters 2 3
MPP Economic Policy 1 45 Maszters 2 3
irate | Environmental Policy z 46 Doctorate 3 3
MPP Economic Policy 1 56 Maszters 2 3
BS Legal Issues z 30 Bachelors 1 z
MP& Economic Policy z 45 Masters 3 3
irate | Environmental Policy 1 50 Doctorate 3 3
MP& Economic Policy z 48 Masters 2z 3
irate Energy Policy 1 36 Doctorate 5 3
2 3 3
1 2 3

ters Legal Issues

Congratulations! You have just generated a new caag of a categorical variable in STATA!

Notice that for our new degree variable, both tleetDrate and Masters categories have a coding of 3.
This is because we used the “or” code in our caortid text. We could also have created this véalye
specifying that we wanted degreevalue2 to havedmgoof 3 if degreevalue>2. The six most common
supplementary conditions used in STATA, not onlyvariable creation but also for data analysis, are

1.) or([)

2.) and (&)

3.) equal to (==
4.) not equal to (=)
5.) greater than (>)
6.) less than (<)

If we wanted to create a binary variable for cagkvants who are under 30 and have an advanceeedegr
as another example, where a value of 1 indicatescihil servant has both conditions, O indicates
otherwise, we would type the following code in:

“generate under30advanced=1 if age<30 & degreeRah@

“replace under30advanced=0 if missing(under30adx@¥ic

In the newly created “under30advanced” variabley, $loould see a value of 1 only when the responglent’
age is under 30 and the degreevalue?2 is equivialéht

We end this lesson with the creation of a variabée a mathematical function using the “generate”
command. You can create a new variable that isrhgnematical function of one existing variabley(sa
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its square root or quadratic value), or multipleiatsles. Commonly used mathematical functions in
STATA include:

- addition: +

- subtraction: -

- product: *

- quotient: /

- raise to the x power: X
- square root: sqrt( )

- absolute power: abs()
- natural log: In()

Let’s start by creating a new variable, age2, whsctihe squared value of a civil servant’'s age.dd®o,
type the following command in the command box: ‘@ate age2 = age”2”. Open the data editor, you
should see the following:

=N
0 s> J[ Hide | [ Delete. |
= ==
ise gender age degreevalue | opendialog~2 | degreevalueZ | under3dadv~d age?
1 Policy z 22 Bachelors 1 Z 0 484
ic Admin 1 59 Bachelors 1 2 ] 3481
1 Issues 2 51 Masters 2 3 o 2601
1 Issues 1 66 Masters 3 3 o 4356
1 Issues 2 39 Doctorate 3 3 o 1521
1 Policy 2 56 Bachelors 2 2 0 3136
v Policy 1 37 Doctorate 4 3 0 1369
c Policy 1 53 Doctorate 3 3 0 2809
c Policy 1 35 Masters Z 3 0 1225
c Policy 1 45 Masters 2 3 0 2025
1 Policy 2 46 Doctorate 3 3 0 2116
c Policy 1 56 Masters 2 3 0 3136
1 Issues 2 30 Bachelors 1 2 o 900
c Policy 2 45 Masters 3 3 0 2025
1 Policy 1 50 Doctorate 3 3 0 2500
c Policy z 48 Masters Z 3 0 2304
v Policy 1 36 Doctorate 5 3 0 1296
1 Policy 2z 51 Doctorate 3 3 0 2601
1 Issues 1 51 Masters 2 3 o 2601
v Policy 1 37 Doctorate 4 3 0 1369
ic Admin 1 54 Diploma 7 1 0 2916
v Policy 1 48 Doctorate 3 3 0 2304

Congratulations! You have just created a new varible in STATA!

New variables can also be functions of multipleialales. Say we are interested in determining what
proportion of each respondent’s life has been spemking in government. To do so, we must divide
“yearsgov” by “age” using the following command:€efterate lifeingov = yearsgov/age”. Open the data
editor and you should see the following:
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YD Eiear e (o=
Prezerve ][ Restore ] [ Sort ][ << ][ ¥ ][ Hide: ] [ Delete... ]
degree[1] =

degree expertise gender age degreevalue  opendialog~2 | degreevaluez | under3Oadv~d age2 Tifeingov
:ﬁ Environmental Policy 2 22 Bachelors 1 2 o 4384 .1518182
2 | Bachelors PubTic Admin 1 59 Bachelors 1 2 o 3481 .5423729
3 MPA Legal Issues 2 51 Masters 2 3 o 2601 4117647
4 MPA Legal Issues 1 66 Masters 3 3 o 4356 . 5454546
5 PhD Legal Issues 2 39 Doctorate 3 3 o 1521 .2307692
6 | Bachelors | Environmental Policy 2 56 Bachelors 2 2 o 3136 . 6785714
7 | Doctorate Energy Policy 1 37 Doctorate 4 3 o 1369 . 2162162
3 PhD Economic Policy 1 53 Doctorate 3 3 o 2809 .4528302
=] MPA Economic Policy 1 35 Masters 2 3 o 1225 .1714286
10 MPP Economic Policy 1 45 Masters 2 3 o 2025 . 3555556
11 | Doctorate | Environmental Policy 2 46 Doctorate 3 3 o 2116 . 3478261
12 MPP Economic Policy 1 56 Masters 2 3 o 3136 4821429
13 ES Legal Issues 2 30 Bachelors 1 2 ] 900 .1
14 MPA Economic Policy 2 45 Masters 3 3 o 2025 .3555556
15 | Doctorate | Environmental Policy 1 50 Doctorate 3 3 ] 2500 .64
16 MPA Economic Policy 2 45 Masters 2 3 o 2304 . 3958333
17 | Doctorate Energy Policy 1 36 Doctorate 5 3 o 1296 .1944444
18 | Doctorate | Environmental Policy 2 51 Doctorate 3 3 ] 2601 . 6470588
19 Masters Legal Issues 1 51 Masters 2 3 o 2601 .4705882
20 | Doctorate Energy Policy 1 37 Doctorate 4 3 o 1369 . 2162162
21 Diploma Public Admin 1 54 Diploma 7 1 o 2916 .537037
22 | Doctorate Energy Policy 1 45 Doctorate 3 3 o 2304 .3958333
23 | Doctorate PubTic Admin 2 56 Doctorate 2 3 o 3136 .5535714
24 | Doctorate | Environmental Policy 2 40 Doctorate 2 3 o 1600 .55
25 Masters Public Admin 2 43 Masters 1 3 1] 1849 . 4186046
26 | Bachelors | Environmental Policy 2 54 Bachelors 1 2 o 2916 . 6E66E6T
27 PhD Economic Policy 1 52 Doctorate 3 3 o 2704 .4423077
28 | Dnrtarata Frarms Palims 1 73 Nartarate 1 2 n 5374 AN?730R7

Notice the creation of your new variable in theafinolumn. When you create this variable, you @ian
multiply this value by 100 if you want to expressas percent on a 0-100 scale, but make sure to put
parentheses around the entire quotient else it milltiply only the denominator by 100: “generate
lifeingov = (yearsgov/age)*100”.

STATA COMMAND A.6.1:
Code:“generate newvarl=vafl

Output produced:Replicates the variable varl.
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STATA COMMAND A.6.2:

Code:“generate newvarl=varl if varl==#1
“replace newvarl=#2 if varl==#2 ..

Supplementary Code (after “if"):

-or: |

-and: &

- equals to: ==

- not equals to: !=
- greater than: >
- less than: <

Output produced:Creates a new coding of an/multiple old varia)ib@sed upon conditional
specification using the supplementary coding.

STATA COMMAND A.6.3:
Code:“generate newvarl= f(varl, var2, ..".)
Mathematical codes:

- addition: +

- subtraction: -

- product: *

- quotient: /

- raise to the x power: *x
- square root: sqrt()

- absolute power: abs()
- natural log: In()

Output produced:Creates a new variable that is a specified fonatif varl, var2, etc.
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Practice Problems:

You are presented with a dataset elections statsndetabase, created and used by MPP student Michae
Nash, with information on political candidates tiwad public statements judged by the fact checking
agency Politifact. Each observation is a recostatement by the politician that was selected addgd

for factual accuracy by Politifact (hence politicgawith more than one observation had multiple
statements judged by the independent organizatioris3 information you are presented with in theekx
spreadsheet includes:

- name: The name of the candidate.

- margin: The margin of victory for the candidatehie 2009/2010 election.

- leadership: Whether the political candidate helebalership position in Congress, 1 for yes, 0 for
no.

- state: The state where the candidate sought office.

- office_sought: The political office the candidatasmunning for, S for Senate, H for House and
Gov for Governor.

- racestatus: The type of race the candidate wasimgteither as an incumbent, challenger, or an
open office (i.e. one where an incumbent has ddad@inst running again).

- politifact_judgement: Politifact’s rating of theraidate’s public statement, ranging from “Pants
onFire” (an extreme lie) to “True”.

- year_of birth: The year the candidate was born.

- religion: The candidate’s religion (note that “NAhplies that the candidate is Non-Affiliated to
a church. “#NULL!" indicates a non-recorded value)

- gender: the gender of the candidate.

- result: The result of the race, W for win, L fos$ #NULL! if unrecorded.

Lab Practice Problem 1: Copy/paste the spreadshetxcel. Destring the “margin” variable, so all
non-numerical values (i.e. #NULL!) are removed frtms variable.

Lab Practice Problem 2: Sort the spreadsheet bgttte in which the candidate is running. How many
statements are made by Florida politicians?

Lab Practice Problem 3: SAVE A COPY OF THIS DATASBEFORE YOU COMPLETE THIS
PROBLEM. Drop all statements that were made bitipal leaders from the database.

Lab Practice Problem 4: Codify the state whichda&edidate is running (note: order does not matter)

Lab Practice Problem 5: Codify the office for whitle candidate is running (note: order does notamat

259



Lab Practice Problem 6: Codify Politifact’s judgnhesf the statement, ranging from 1 (True) to 6
(PantsonFire), on an ordinal scale (remember, STASTéxtremely sensitive to letter case, so make sur
you type in the category exactly as it appearbéndata editor — the sort code may be of help).

Lab Practice Problem 7: Codify the political panfythe candidate. Recode the “republican” categsry
a O rather than a 2.

Lab Practice Problem 8: Codify the race statuhefdandidate on a 1/0 binary scale (1 for win amal O
loss). Expunge data that do not conform to eittfiéhese categories.

Lab Practice Problem 9: Create a new variable shatmarizes the religious views of the candidates
according to the following broad categories: Jewisbding of 1), Catholic (coding of 2), Protestant
(coding of 3), Mormonism (coding of 4), and Non-iifited (coding of 5)Hint: the sort command will
help you and #NULL! responses should NOT receiveraerical coding.

Lab Practice Problem 10: Using the candidate’s pédnirth, create a variable that approximateshieis/
age in the 2010 election.

Lab Practice Problem 11: Create a new dummy vagialiiere a coding of 1 indicates a female running
for the Senate, O if otherwise.
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Appendix II: Useful Links

In case you are having difficulties locating a commeh within STATA, or want to learn more about a
command that you have learned, you can consufotluaving sources:

1. Princeton University Data and Statistical Services:
http://dss.princeton.edu/online help/stats packataa/

2. UCLA Resources to Help You Learn and Use STATA:
http://www.ats.ucla.edu/stat/stata/

3. Google Search
Given its popularity, STATA has multiple online €mns to help you with specific commands and
coding. If there is something you want to do ia irogram, but you do not know how, simple
type what you want to do and “STATA” into the Goaglearch engine, and you will be provided
with numerous webpages that will provide assistance
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